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xi

  Th e fi eld of social cognitive neuroscience has captured the attention of many psychologists in the last 
10 years (Ocksner & Lieberman, 2001). Although a few prominent social psychologists (Blascovich & 
Mendes,   2010  ; Cacioppo   1994  ; Cacioppo et al.   2001  ) pioneered the use of psychophysiological meth-
ods in the 1990s and earlier, the real upsurge of social neuroscience research started at the begin-
ning of this decade (Lieberman,   2010  ). A quick search on PsycINFO, the major search database for 
psychologists, reveals more than 350 publications referring to social neuroscience. All but 7 of them 
were published aft er 2000. Since then, social neuroscience research has been represented at every 
major social psychology conference. Th e increased interest in social neuroscience is also evident from 
the publication of many special journal issues dedicated to Social Neuroscience ( Neuropsychologia , 
 NeuroImage ,  Journal of Cognitive Neuroscience ,  Journal of Personality and Social Psychology, Brain 
Research  to name a few journals), and the launching of two new journals dedicated to social cognitive 
neuroscience research ( Social Cognitive and Aff ective Neuroscience  and  Social Neuroscience) . 

 Undoubtedly, much of the spur for this new fi eld came from the development of functional neuro-
imaging methods, making possible unobtrusive measurement of brain activation over time. Within 
30 years, research questions have moved from simple validation questions—would fl ashing stimuli 
activate visual cortex (Lassen, Ingvar, & Skinhoj,   1978  )—to questions about functional specializa-
tion of brain regions—are there regions in the inferior temporal cortex dedicated to face processing 
(Kanwisher, McDermott, & Chun,   1997  ; McCarthy, Puce, Gore, & Allison,   1997  )—to questions that 
would have been considered intractable at that level of analysis just a decade ago. Th ese “intracta-
ble” questions are the focus of the chapters of this book. How do we understand and represent other 
people? How do we represent social groups? How do we regulate our emotions and oft en socially 
undesirable responses? 

 Th e objective of this book is to introduce social cognitive neuroscience research that addresses 
questions of fundamental importance to social psychology, combining multiple methodologies in 
innovative ways. Th ese methodologies include behavioral experiments, computer modeling, func-
tional Magnetic Resonance Imaging (fMRI) experiments, event-related potential (ERP) experi-
ments, and brain lesion studies. Th e book is divided into four sections. Th e fi rst section deals with 
understanding and representing other people. Th e second section deals with representing social 
groups. Th e third section deals with the interplay of cognition and emotion in social regulation. Th e 
fi nal section considers a range of novel questions that emerged in the context of social neuroscience 
research: understanding social exclusion as pain, deconstructing our moral intuitions, understand-
ing cooperative exchanges with other agents, and the eff ect of aging on brain function and its impli-
cations for well-being. 

    Introduction 

   Alexander Todorov, Susan T. Fiske, & Deborah A. Prentice   



xii INTRODUCTION

 One of the fundamental problems of social cognition is how we represent and understand other 
people. Th e fi rst section of the book contains four chapters exploring this problem. Jenkins and 
Mitchell describe recent research suggesting that there are neural systems dedicated to processing 
of social information. Zaki and Ochsner review the subtle similarities and diff erences between the 
neural representations of self and others. Faces are some of the most salient social stimuli, and there 
is wealth of research on face perception with a primary focus on regions in exstrastriate visual cortex 
(Haxby, Hoff man, & Gobbini, 2001). However, as Gobbini explains in her chapter, the neural systems 
underlying face perception extend beyond these “core” regions. In particular, faces of signifi cant 
others activate the same regions that are oft en observed in task-requiring inferences of mental states 
(Jenkins & Mitchell, this volume; Zaki & Ochsner, this volume). Todorov outlines a framework for 
understanding how unfamiliar faces are rapidly and automatically evaluated on social dimensions. 
Th e section concludes with Haxby’s commentary on the chapters, in which he considers the central 
questions for understanding the social brain. 

 Another fundamental problem of social cognition is how we represent social groups. Th e sec-
ond section of the book contains three chapters exploring this problem. Using ERP methods, Ito 
describes research demonstrating that inferences of social category membership are made within a 
few hundred milliseconds exposure to a face. Using similar methods, Amodio outlines a set of pre-
cise hypotheses about mechanisms of cognitive control of prejudiced responses. Harris and Fiske 
describe research showing that diff erent social categorizations (Fiske, Cuddy, & Glick,   2007  ) result in 
very diff erent neural responses, with members of highly stigmatized groups eliciting less activation 
in regions involved in understanding the minds of other people (Jenkins & Mitchell, this volume). 
Th e section concludes with Ambady and Adams’s commentary on the chapters, in which they con-
sider outstanding questions in this research, with a particular emphasis on the integration of multi-
ple social cues in perception. 

 One of the major contributions of fMRI and other neuroscience methodologies to social psychol-
ogy has been to put aff ect and cognition on similar footing. Th e third section of the book contains 
four chapters exploring the interplay of aff ect and cognition in social regulation. Packer, Kesek, and 
Cunningham review the complexities of dynamic interaction between evaluative, automatic pro-
cesses and refl ective, controlled processes. Using data from patients with lesions in the orbitofrontal 
cortex, Beer and Bhanji review research showing the various ways in which these lesions impair 
social functioning. E. Harmon-Jones and C. Harmon-Jones show the importance of not confounding 
valence (positive vs. negative) and motivational direction (approach vs. avoidance) for understanding 
social cognition. Lieberman considers the control mechanisms through which labeling negative feel-
ings could lead to improved emotional well-being. Th e section concludes with Phelps’s commentary 
on the chapters, in which she refl ects on how the study of emotion further contributes to the inter-
disciplinary nature of social neuroscience. 

 Th e fi nal section of the book contains four chapters exploring novel research topics that emerged 
in the context of social cognitive neuroscience research. Rilling reviews fMRI research in which 
participants engage in social interactions. Eisenberger reviews research demonstrating a surprising 
overlap between neural regions implicated in the experience of physical pain and regions implicated 
in the experience of social pain resulting from social exclusion. Cacioppo and his colleagues pro-
pose an interesting hypothesis explaining the decreased levels of depressive symptoms and increased 
well-being in older healthy adults by considering how the amygdala’s sensitivity to positive and neg-
ative stimuli changes with aging. Drawing from behavioral and fMRI studies, Greene argues that 
the “core competence of the soul”—moral judgments—can be understood in mechanistic terms. 
Th e section concludes with a commentary by Heatherton, in which he considers what should be the 
building components of the social brain. 

 Th e book concludes with a commentary by Johnson, one of the pioneers of cognitive neuroscience 
research, in which she refl ects on the short history and long future of social cognitive neuroscience. 



xiiiINTRODUCTION

 We very much hope that you will enjoy this book and develop an interest in an exciting, rap-
idly developing, and expanding fi eld that promises a richer and deeper understanding of the social 
mind. 
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                 PART I 

Understanding and Representing 
Other People   
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3

   Even the most casual follower of developments 
within social psychology is unlikely to have 
missed the recent surge of studies adapting the 
methods of cognitive neuroscience to questions 
about the nature of human social cognition. Th e 
sudden growth spurt enjoyed by this enterprise 
is perhaps best indexed by the striking number 
of special issues, edited volumes, and confer-
ences devoted to neuroscientifi c approaches to 
the study of social psychology. Moreover, these 
new methods have been applied to a dazzling 
variety of theoretical questions, from studies 
that use brain imaging to revisit long-standing 
questions of social psychological interest—
such as those relating to attribution (Harris, 
Todorov, & Fiske,   2005  ) or impression forma-
tion (Mitchell, Cloutier, Banaji, & Macrae,   2006  ; 
Mitchell, Macrae, & Banaji,   2004  ,   2005  )—to 
those using such methods to develop new theo-
retical insights about the ways humans go about 
navigating their social environment. 

 With this surge of neuro-imaging studies 
have come novel theoretical contributions to 
social psychological theory. Th is chapter reviews 
three such contributions. Th e fi rst has been the 
somewhat unexpected observation that social 
cognition consistently elicits a distinct pattern 
of brain activity that distinguishes it from non-
social cognition, strongly suggesting that the 
mental operations giving rise to human social 
abilities do not simply “piggyback” on general-
purpose cognitive processes but instead rely on 
a set of processes specialized for social thought 

(Blakemore, Winston, & Frith,   2004  ; Adolphs, 
  2003  ; Mitchell, Heatherton, & Macrae,   2002  ; 
Mitchell, Macrae, & Banaji,   2004  ). 

 Second, recent neuro-imaging work has 
revitalized a question that, although of cen-
tral importance to social cognition, has been 
relatively understudied by social psycholo-
gists—namely, what are the mechanisms that 
allow one person to successfully infer the 
mental states (thoughts, feelings, motivations) 
of others? By translating this question into a 
common, brain-based parlance, this recent 
approach has succeeded in putting social psy-
chologists in touch with relevant concepts 
discussed earlier by philosophers and cog-
nitive scientists—for example, “simulation” 
approaches to the problem of understanding 
other minds. 

 Th ird, perhaps the most unique contribution 
made to social psychology by the use of neuro-
imaging has been the observation that brain 
regions subserving social cognition appear to 
have a special status in the brain. Specifi cally, 
these regions tend to have unusually high levels 
of activity even when perceivers are ostensibly 
at rest, suggesting that the human brain may 
have a special propensity for social thought. In 
the remainder of this chapter, we review vari-
ous neuro-imaging data that have made novel 
contributions of these kinds to the study of 
social cognition, generating new insights into 
the ways in which human beings navigate their 
social world. 

   CHAPTER 1 
How Has Cognitive Neuroscience Contributed to 
Social Psychological Theory?      

   Adrianna C.     Jenkins    &    Jason P.     Mitchell    



UNDERSTANDING AND REPRESENTING OTHER PEOPLE4

disruption of social functioning following insult 
to ventral aspects of medial prefrontal cortex, 
provided perhaps the fi rst scientifi c evidence of 
such a dissociation. Dr. John Harlow, who stud-
ied Gage aft er his accident, provided a detailed 
account of Gage’s abrupt change in personality 
and social abilities in the relative absence of def-
icits outside the social realm (Harlow,   1868  ;  see 
also  Damasio,   1994  ). Present-day patients with 
damage to this same ventromedial region of pre-
frontal cortex have also been observed to exhibit 
selective social and emotional impairments on a 
variety of experimental tasks (Bar-On, Tranel, 
Denburg, & Bechara,   2003  ; Shamay-Tsoory, 
Aharon-Peretz, Tomer, & Berger,   2003  ; Bechara, 
Damasio, Tranel, & Damasio,   1997  ) as well as 
in everyday life (Anderson, Tranel, Barrash, & 
Bechara,   2006  ; Barrash, Tranel, & Anderson, 
  2000  ). Finally, additional neuropsychologi-
cal evidence in favor of a dissociation between 
social and nonsocial cognition has come from 
studies of individuals with autism, who oft en 
have stark defi cits in social functioning despite 
profi ciency in nonsocial areas (Baron-Cohen, 
O’Riordan, Stone, & Plaisted   1999  ; Peterson & 
Siegal,   1998  ; Happé,   1995  ; Leslie & Th iass,   1992  ; 
Zaitchik,   1990  ; Mundy, Sigman, Ungerer, & 
Sherman   1986  ; Baron-Cohen, Leslie, & Frith, 
  1986  ). 

 Recent studies have used neuro-imaging 
techniques to extend these neuropsychological 
observations, providing converging evidence 
that social cognition recruits a set of brain 
regions over and above those recruited by non-
social tasks. Specifi cally, social-cognitive tasks 
have been observed to preferentially recruit a 
consistent set of neural regions: medial prefron-
tal cortex (mPFC), the superior temporal sulcus 
(STS), medial parietal cortex (precuneus), and 
lateral parietal cortex, including the temporo-
parietal junction (TPJ). In the fi rst studies using 
neuro-imaging to examine mental state infer-
ence, Goel et al. (  1995  ) and Fletcher et al. (  1995  ) 
observed increased activity in these regions 
when participants considered a person’s men-
tal state. Specifi cally, Goel and colleagues asked 
participants to assess whether or not an his-
torical fi gure (Christopher Columbus) would 
know how to use various objects (e.g., a broom, 

     CONTRIBUTION 1: THE FUNDAMENTAL 
DIFFERENCE BETWEEN SOCIAL AND 
NONSOCIAL COGNITION   

 Although understanding the behavior of other 
people is crucial to our daily functioning and 
survival, making sense of other minds poses one 
of the greatest challenges to human cognition. 
Compared to the causes of everyday physical 
phenomena—falling tree branches or a waning 
moon—the factors infl uencing the behavior of 
people are far more elusive and far less consis-
tent. Still, although we never have direct access 
to another person’s mind, we are able to make 
sense of others by accounting for the fact that 
each of them has unique intentions, desires, 
beliefs, and motivations—that is, mental states 
like our own—guiding their behavior (Dennett, 
  1987  ). In other words, despite fairly impover-
ished input about the contents of others’ men-
tal states, perceivers are able to reconstruct the 
goings-on of other minds with tremendous 
richness and complexity. 

 Given the unique demands of thinking 
about other people, psychologists have become 
increasingly interested in whether social cog-
nition can be accomplished on the basis of the 
same mental processes we deploy for nonsocial 
purposes or whether we instead draw on a set 
of processes specifi cally responsible for meeting 
the unique cognitive demands of interpersonal 
interaction. As Adolphs (  2003  ) recently asked, 
“Are there processes, are there neural structures, 
that are in some way designed, specialized, and 
best understood as subserving the perception 
of socially relevant stimuli and the guidance of 
social behavior?” (p. 124). Such questions have 
long been a source of inquiry not only to social 
psychologists but also among developmental 
psychologists considering the components of 
a theory of mind, comparativists probing the 
unique features of human cognition, and clini-
cians seeking to understand the roots of social 
disorders such as autism. 

 Indeed, research with neuropsychological 
patients has previously hinted at some sort of 
dissociation between social and nonsocial rea-
soning. Th e now-fabled tale of Phineas Gage, the 
construction foreman who suff ered a pervasive 
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 Studies by Gallagher et al. (  2002  ) and 
McCabe et al. (  2001  ) also examined diff erences 
linked to social cognition by holding perceivers’ 
task constant while manipulating the targets 
they considered. In these studies, participants 
were scanned while playing computerized 
games against one of two opponents: either a 
computer or what they believed to be another 
person (in actual fact, participants always 
played against a computer). Despite playing the 
same game throughout the study, two distinct 
patterns of neural activity emerged as a func-
tion of whether participants believed they were 
interacting with a computer or another human 
being. Again, it was only when participants 
believed they were playing against another per-
son that the particular set of brain regions sub-
serving social cognition—including mPFC and 
STS—became engaged. 

 Saxe and colleagues (Saxe & Kanwisher, 
  2003  ; Saxe & Wexler,   2005  ; Saxe & Powell,   2006  ) 
have observed similar results using yet a third 
way to modulate social-cognitive processing 
within a single task that manipulates the target 
of judgment. Participants in these studies read 
short vignettes that involve either "false belief" 
scenarios (in which perceivers must attribute 
a belief to a target that is inconsistent with the 
actual state of the world) or "false photograph" 
scenarios (in which perceivers must recognize 
that a camera or map contains a representation 
that is no longer consistent with reality). Th ese 
two types of scenarios are structurally similar 
in that perceivers must access a representation 
that confl icts with what they know to be true but 
diff er in whether or not this false representation 
exists in the mind of another person. Consistent 
with the claim that social cognition recruits a 
distinct set of cognitive processes, false belief 
tasks reliably elicit greater activity (relative to 
false photograph tasks) in areas implicated in 
social cognition: mPFC and TPJ. 

 In contrast to studies that keep the task 
constant while manipulating the target of par-
ticipants’ judgments, a second approach has 
held targets constant while varying the nature 
of the task. As such, these studies have exam-
ined neural diff erences across the various 
dimensions along which perceivers can judge 

a radio), comparing brain activity during this 
task to that elicited when participants instead 
considered the physical properties of the same 
objects. Fletcher and colleagues compared pat-
terns of neural activation when participants 
read stories requiring either a mental state attri-
bution or an attribution of physical causality 
to be understood. Beginning with these initial 
studies, the observation that these particular 
regions (especially mPFC) are diff erentially 
engaged by tasks requiring mental state attribu-
tion has been among the most consistent eff ects 
in cognitive neuroscience. 

 More recent neuro-imaging work has directly 
probed the separateness of social cognition in the 
human brain by following two complementary 
approaches. A fi rst approach has held constant 
perceivers’ task while varying the social rele-
vance of the targets (i.e., making the same kind 
of judgment about social vs. nonsocial entities). 
For example, Mitchell, Heatherton, and Macrae 
(  2002  ) asked participants to consider whether 
each in a series of adjectives could appropriately 
be used to describe either people (represented by 
proper names) or inanimate objects (either arti-
cles of clothing or kinds of fruit). Analyses inves-
tigated whether distinct neural regions subserve 
semantic knowledge about diff erent classes of 
entities. Interestingly, whereas the same regions 
appeared to be involved in semantic knowledge 
of fruit and clothing, the comparisons between 
judgments of people and both kinds of objects 
revealed strikingly distinct patterns of neural 
activity. Specifi cally, judgments of objects dif-
ferentially activated a set of regions previously 
implicated in semantic knowledge, including 
left  ventrolateral prefrontal cortex and left  infer-
otemporal cortex. In contrast, judgments of peo-
ple engaged a qualitatively distinct set of regions 
that included dorsal and ventral mPFC, right 
lateral parietal cortex, and left  superior temporal 
cortex. Th at is, although the task itself remained 
identical in all cases (“can this adjective describe 
this noun?”), the pattern of brain activity elicited 
by judgments of people was qualitatively dis-
tinct from that elicited by judgments of objects, 
overlapping considerably with the set of brain 
regions that has been implicated previously in 
other social-cognitive tasks. 
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this case were either people or inanimate objects 
(cars and computers). Stimulus sentences 
described events that involved either a person 
(e.g., “carried the old woman’s groceries across 
the street”) or an object (“recently received a 
new paint job”). Supporting the conclusion that 
the observed neural dissociation in the previous 
study hinged upon the social versus nonsocial 
nature of the judgment (and not on any particu-
lar features of impression formation tasks more 
generally), mPFC was preferentially engaged by 
the specifi c combination of the social orienting 
task and the socially relevant target—that is, 
impression formation about other people (rel-
ative to forming impressions about cars and 
computers and to sequencing events about cars, 
computers, and people). 

 Taken together, these studies supply a grow-
ing body of evidence that a specifi c set of neural 
regions subserves the task of navigating through 
the complex world of human social interaction. 
Importantly, this evidence could not have come 
solely from studies of brain-damaged patients, 
neuropsychological studies of individuals with 
autism or other disorders, or studies involv-
ing behavioral tasks alone. Neuro-imaging has 
facilitated experiments that contrast social and 
nonsocial reasoning within a single, healthy 
individual, leading to repeated observations 
that even the seemingly fundamental cognitive 
abilities of categorization, problem-solving, and 
memory may recruit diff erent cognitive pro-
cesses when deployed for social as opposed to 
nonsocial purposes. 

     CONTRIBUTION 2: THE COMPONENT 
PROCESSES OF SOCIAL COGNITION   

 Having homed in on the particular set of neu-
ral regions responsible for social cognition, 
researchers have recently begun using neuro-
imaging to identify the specifi c cognitive pro-
cesses of which social cognition consists. How 
exactly does one person go about making infer-
ences about the mental states of another? A 
surge of recent studies has begun to shed new 
light on questions about what cognitive mecha-
nisms support our ability to reason about the 
minds of other people. 

other people, including their mental states 
and their physical attributes. For example, one 
such study (Mitchell, Macrae, & Banaji,   2004  ) 
examined the neural correlates of memory as 
a function of a social or nonsocial orienting 
task. While undergoing fMRI scanning, par-
ticipants viewed sentences containing infor-
mation about recent events in a person’s life 
(e.g., “closed the elevator door before anyone 
else could get on”), during which time they 
were alternately instructed to complete one of 
two tasks: form an impression of the person 
( impression formation  trials) or remember the 
order in which the events occurred ( sequencing  
trials). Participants subsequently performed 
a memory task, allowing the neural activity 
associated with items that later went on to be 
remembered (hits) to be segregated from that 
associated with items that later when on to be 
forgotten (misses), as a function of whether the 
item was initially encountered as part of the 
social or nonsocial orienting task. 

 Analyses revealed two main fi ndings. First, 
impression formation was associated with sig-
nifi cantly greater activity in dorsal mPFC 
(compared to sequencing trials), extending pre-
vious fi ndings by suggesting that what drives 
this region’s response is not the mere presence 
of a person but specifi cally the consideration 
of a person’s mental states. Second, two dis-
tinct brain regions were associated with sub-
sequent memory. Whereas successful memory 
for information encoded in the  impression 
formation  task was associated with activity in 
mPFC, memory for information encoded in the 
 sequencing  task was associated with activity in 
the right hippocampus. Th at is, a single factor—
the relative social demands of the orienting 
task—was enough to determine which brain 
regions distinguished successful from unsuc-
cessful memory encoding. 

 A follow-up study (Mitchell, Macrae, & 
Banaji,   2005  ) strengthened these conclusions by 
combining the two approaches—that is, by sys-
tematically varying the social relevance of both 
the targets and the tasks .  In this experiment, 
participants were similarly asked to either form 
impressions of the target or remember the order 
in which events occurred; however, targets in 
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do. In other words, simulation should be a use-
ful cognitive strategy for understanding others 
only to the extent that a perceiver believes that a 
target is relevantly similar to self. As such, per-
ceived similarity between self and other should 
moderate the extent to which an individual 
mentalizes in a self-referential manner. 

 Across three studies, we have found evidence 
suggesting that the brain distinguishes between 
mentalizing about similar versus dissimi-
lar others. In an initial fMRI study (Mitchell 
et al.,   2005  ), participants made two kinds of 
judgments about individuals in a series of pho-
tographs, either a  mentalizing  judgment that 
oriented participants to targets’ mental states 
(how pleased was this person to have his/her 
photo taken?) or a  nonmentalizing  judgment 
that instead oriented participants to targets’ 
physical characteristics (how symmetrical is 
the person’s face?). Aft er scanning, participants 
considered each target a second time and were 
asked to indicate how similar they perceived 
the person to be to themselves (using a 4-point 
scale). 

 Analyses identifi ed brain areas in which 
activity correlated with subsequent ratings 
of similarity, revealing that a region of ven-
tral mPFC responded preferentially to pho-
tographs of people perceived to be similar to 
the participant but only during the mentaliz-
ing task. Importantly, ventral mPFC has been 
implicated repeatedly in earlier studies of self-
referential thought, in which participants were 
instructed to report on their own, fi rst-person 
mental states, preferences, or personality traits 
(Schmitz, Kawahara-Baccus, & Johnson,   2004  ; 
Vogeley et al.,   2004  ; Johnson et al.,   2002  ; Kelley 
et al.,   2002  ; Gusnard, Akbudak, Shulman, 
& Raichle,   2001  ). Interestingly, we observed 
preferential activation of this ventral mPFC 
region during mentalizing about similar oth-
ers although participants were instructed nei-
ther to attend to their own mental states nor 
to consider the similarity of the targets during 
scanning. Th e observed overlap between brain 
regions engaged during self-referential thought 
and mentalizing about similar others suggests 
that when considering the mental state of a per-
son who is perceived to be similar to themselves, 

 Over the past 20 years, two contrasting cog-
nitive accounts have emerged to explain how 
humans might go about inferring the men-
tal states of others. On one hand, a class of 
ideas known as  simulation theory  (Heal,   1986  ; 
Gordon,   1986  ) suggests that perceivers may 
use their own minds as a kind of “model” for 
the mind of another person, drawing on their 
own thoughts, experiences, and reactions when 
anticipating or inferring those of another. Th is 
view rests on the appreciation that in inferring 
the contents of the mind of another person, each 
of us has a powerful resource at our disposal: 
our own mind. In short, simulation accounts 
suggest that perceivers tap into self-knowledge 
when considering others’ mental states. 

 In contrast, a view known as  theory-theory  
posits that perceivers instead rely on more 
objective, less personal knowledge when infer-
ring others’ mental states (Gopnik & Wellman, 
  1992  ,   1994  ; Gopnik & Meltzoff ,   1997  ). Th is 
view suggests that throughout development, 
humans accumulate something akin to a set 
of “laws” about the behavior of other humans, 
such as “people act based on their needs” or “if 
a person has not slept in many hours, she will 
become tired and need to sleep.” Perceivers then 
deploy these “laws” to predict and make sense 
of human behavior, much as one might use the 
laws of Newtonian mechanics to predict and 
make sense of the behavior of objects. 

 Although simulation and theory-theory have 
historically been portrayed as mutually exclu-
sive, emerging evidence suggests that perceivers 
likely rely on a combination of both approaches 
when making sense of other minds (Ames, 
  2004a  ,   2004b  ; Mitchell, Banaji, & Macrae,   2005  ; 
 see  Saxe,   2005  , and Mitchell,   2005  , for discus-
sion). Most recently, we have used neuro-imag-
ing to begin to disentangle the circumstances 
under which the mind may draw on simulation 
and theory-like approaches to infer the mental 
states of others. In doing so, we have capitalized 
on a central prediction of simulation theory—
namely, that using self-reference to understand 
another’s mind only serves as an appropriate 
strategy if perceivers assume that the person in 
question experiences the same mental states in 
roughly the same situations as they themselves 
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(Jenkins, Macrae, & Mitchell,   2008  ), we investi-
gated whether judgments about self and similar 
(but not dissimilar) others could be thought to 
recruit “the same process.” Following a similar-
ity manipulation identical to that of Mitchell et 
al. (  2006  ), participants made rapid, mentalistic 
judgments about a similar target, a dissimilar 
target, and self (e.g., how much does the person 
enjoy skiing?) in pairs. In a given pair, partici-
pants fi rst made a judgment about one of the 
targets, immediately followed by a judgment 
about self. Following the speeded judgment 
task, participants completed an independent 
“self-localizer” task (Kelley et al.,   2002  ), in 
which they rated the applicability of a series of 
personality traits to themselves and to a famil-
iar but not personally known other (George W. 
Bush), allowing us to identify a region of ventral 
mPFC that responded preferentially to judg-
ments of self compared to judgments of another 
person. We then interrogated this region with 
respect to the speeded judgment task on which 
participants had judged themselves and the 
similar and dissimilar targets. Consistent with 
the hypothesis that perceivers spontaneously 
engage in self-referential thought when mak-
ing mentalistic judgments about similar (but 
not dissimilar) others, activity in ventral mPFC 
was reduced when perceivers made judgments 
of self immediately following judgments of 
similar others, and no such suppression was 
observed for dissimilar-self pairs. Th ese data 
suggest that judgments of similar others, unlike 
judgments of dissimilar others, proceed in a 
self-referential manner, providing further sup-
port for an account on which diff erent processes 
are recruited for mentalizing under diff erent 
circumstances. 

 Th ese studies make three main contributions 
to our understanding of the processes of mental 
state inference. First, perceivers seem to auto-
matically and implicitly assess the similarity of 
another person to self when making judgments 
about other minds. Second, distinct cognitive 
processes are recruited when performing iden-
tical mentalizing tasks for targets who are per-
ceived to be similar versus dissimilar. Finally, the 
cognitive processes recruited when considering 
the mental states of a similar other may overlap 

perceivers simultaneously engage in self-refer-
ential thinking. Overall, this pattern of data is 
consistent with the possibility that perceivers 
make reference to some aspects of self-knowl-
edge when mentalizing and that they do so spe-
cifi cally for similar others, two key predictions 
of simulation accounts of social cognition. 

 A second study (Mitchell, Macrae, & Banaji, 
  2006  ) extended these observations by asking 
participants to make a variety of judgments 
about three targets: a person with liberal polit-
ical views, a person with conservative politi-
cal views, and themselves. Participants were 
scanned while judging how likely each target 
would be to hold each in a series of opinions 
and preferences (e.g., “get frustrated sitting 
in traffi  c”). Participants made each judgment 
three times: once for each target (liberal, con-
servative) and one trial on which they indi-
cated their own opinion about the statement. 
Aft er scanning, the extent to which each subject 
identifi ed with each target was assessed with a 
version of the Implicit Association Test (IAT) 
that measured the degree to which the partic-
ipant more closely associated self with the lib-
eral versus the conservative target. Th is IAT 
measure allowed us to retroactively designate a 
“similar” and “dissimilar” target for each par-
ticipant, facilitating analyses of brain regions 
that responded preferentially during judgments 
of those perceived to be similar versus dissim-
ilar. Analyses revealed a double dissociation 
between the regions of mPFC associated with 
judgments of similar versus dissimilar others. 
Whereas thinking about the dissimilar other 
was associated with activity in a  dorsal  aspect 
of mPFC, thinking about the similar other was 
associated with activity in a more  ventral  mPFC 
region, nearly identical to the one observed for 
similar others in the fi rst study. 

 Finally, a third study used a repetition sup-
pression paradigm to provide converging evi-
dence that perceivers engage in self-referential 
thought during mentalizing about similar oth-
ers. Repetition suppression is the observation 
that activity in the brain region(s) associated 
with a given process is typically reduced upon 
repeated engagement in that process (Grill-
Spector, Henson, & Martin,   2006  ). In this study 
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 Intriguingly, the particular set of brain regions 
that demonstrate this heightened baseline activ-
ity shows remarkable overlap with the set of 
regions repeatedly implicated in social cognition. 
Specifi cally, Gusnard and Raichle (  2001  ) observed 
elevated baseline activity in a set of regions con-
sisting of ventral and dorsal mPFC and lateral 
parietal cortex (including STS and TPJ), as well 
as the precuneus. Th is observation that regions 
implicated in social cognition are also those with 
the highest resting metabolic rates suggests that 
the baseline state of brain activity may subserve 
sustained social-cognitive processing or a read-
iness to engage in it. In particular, high tonic 
activity in these regions may support a propensity 
to attribute mental states to entities encountered 
in our environment (Mitchell,   2006  ). 

 Th e hypothesis that the brain’s baseline state 
may support a tonic readiness for mental state 
attribution is supported by additional behavioral 
and neural observations. First, beginning with 
the classic experiments of Heider and Simmel 
(  1944  ), psychologists have noted the pervasive 
human tendency to anthropomorphize—that 
is, to explain the behavior of nonhuman entities 
on the basis of human-like mental states. Such 
a tendency seems readily explainable if tonic 
activity in regions responsible for social cogni-
tion predisposes people to perceive other enti-
ties as animate beings. 

 Second, another of the most consistent fi nd-
ings in cognitive neuroscience has been the 
observation that these same high-metabolism 
regions that subserve social-cognitive process-
ing also consistently  deactivate  when perceivers 
engage in tasks that are nonsocial in nature (for 
reviews,  see  Shulman et al.,   1997  ; Kawashima 
et al.,   1995  ). In other words, when perceivers are 
asked to engage in tasks that do not require con-
sideration of another person’s mind, activity in 
these brain regions appears to be actively sup-
pressed. Such deactivations below baseline are 
consistently observed even when participants 
engage in tasks that are structurally identical to 
social tasks but simply lack a mental state com-
ponent, including those mentioned in the fi rst 
section of this chapter, such as remembering 
the order in which information about a person 
was presented (Mitchell et al.   2004  ,   2005  ,   2006  ), 

with those implicated in self-referential thought. 
Taken together, these fi ndings suggest that sim-
ulation may be a powerful tool for understand-
ing other minds but that, like any tool, it may 
be best suited to a specifi c purpose: in this case, 
understanding the mental propensities of the 
minds we take to be most like our own. 

     CONTRIBUTION 3: THE PRIMACY OF 
SOCIAL COGNITION   

 In the fi rst section of this chapter, we reviewed 
evidence suggesting that social cognition draws 
on a distinct set of cognitive processes that are 
dissociable from those involved in nonsocial 
thought. Although we suggest that this observa-
tion is noteworthy in its own right, perhaps the 
most intriguing contribution of cognitive neu-
roscience to our understanding of this “social 
network” comes from the observation that the 
regions implicated in social cognition behave 
diff erently than neural regions not implicated 
in social thought. In this section, we suggest 
that social cognition may not only be “separate” 
from nonsocial cognition but also in some ways 
“special” as compared to it. 

 Th is suggestion derives from the unexpected 
observation that when not engaged in an active 
task, metabolic activity in the brain reaches an 
equilibrium that is marked by the same ratio 
of oxygen to glucose consumption across the 
brain. However, although this oxygen to glu-
cose ratio remains constant, brain regions diff er 
from one another in how much  overall  glucose 
and oxygen they metabolize while at rest.   1    Th ese 
diff erences in overall resting metabolic activity 
suggest that some brain regions are tonically 
more “active” than others. 

   1    Th ese two metabolites are especially important 
in the context of neuro-imaging, because it is a local 
change to the ratio of glucose to oxygen consump-
tion that produces the fMRI BOLD signal. Although a 
detailed discussion of the physiological basis of fMRI is 
beyond the scope of the present chapter, the observation 
that the metabolism of glucose and oxygen naturally fall 
into equilibrium at rest means that this state is not asso-
ciated with fMRI “activations” over baseline. Instead, 
these neurophysiological observations demonstrate that 
resting states represent a default state of human cog-
nitive activity. For a fuller account of these ideas, see 
Gusnard & Raichle (  2001  ).  
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social cognition. Like the best of such cross-dis-
ciplinary scientifi c partnerships, the relation-
ship between cognitive neuroscience and social 
psychology is particularly symbiotic. Social 
psychology has helped make sense of previously 
mysterious fi ndings in neuroscience, such as 
those associated with observations of the base-
line state and deactivations. At the same time, 
neuroscientifi c observations have begun to 
illuminate the cognitive basis of various social 
psychological phenomena, such as the human 
tendency to overattribute mental states. 

 Already, social neuroscience has enriched 
our view of the theoretical landscape of social 
psychological inquiry in unique and impor-
tant ways. Th e observation that social cognition 
draws on its own particular set of cognitive pro-
cesses has begun to change the ways in which 
we think about such myriad topics as autism and 
psychopathy, the nature of semantic knowledge, 
and the course of human evolution. Evidence 
that perceivers draw on distinct cognitive pro-
cesses as a function of the target’s similar-
ity to themselves has widespread implications 
for understanding the origins of stereotyping, 
in-group and out-group biases, and selective 
cognitive impairments in specifi c aspects of 
mentalizing. Finally, the observation that the 
brain’s baseline state may refl ect a special pro-
pensity for social thought has already begun to 
change our approaches to understanding social 
disorders and what may be the unique features 
of the human mind. Th rough these and other 
contributions, the emerging fi eld of social cogni-
tive neuroscience joins philosophical, evolution-
ary, and developmental eff orts to discover new 
truths about the social world, en route to the ful-
lest possible understanding of human behavior. 
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  “Say this blanket represents all the matter and 
energy in the universe, okay? Th is is me, this is 
you. And over here, this is the Eiff el Tower, right, 
it's Paris!” 

 —Bernard Jaff e,  I Heart Huckabees    

 In the fi lm “I Heart Huckabees,” the magic of 
digital eff ects allows characters to see bits of 
themselves appear in the pixilated faces of oth-
ers. Soon aft er experiencing this literal mirroring 
of him- or herself in someone else, each charac-
ter is moved to act compassionately, even toward 
previous enemies. Vaguely echoing Eastern phi-
losophy, one of the main characters (as quoted 
above) claims that in moments of clarity, people 
come to understand that they are actually made 
from the same blanket, so to speak, and that self/
other distinctions are an illusion. 

 Does dissolving boundaries between our-
selves and others actually help us to navigate 
the social world? Do we, in fact, understand 
the mental and emotional states of others using 
processes that are similar to those we use to 
think about ourselves? As with most psycho-
logical questions this broad, the answer is most 
likely both yes and no. On the one hand, behav-
ioral research suggests that quite oft en we use 
ourselves as a template or anchor when trying 
to piece together the contents of someone else’s 
mind. Th is overlap is attested to by our aston-
ishing success at quickly inferring and learn-
ing from the goals of others, a type of learning 
that would only be possible if we understood 

others as operating much like we do, in pursuit 
of goals much like our own (Tomasello,   2000  ). 
Th ese tendencies produce predictable errors 
as well. For example, before their 4 th  birthday, 
the majority of children despotically assume 
that others see the world the way they do, and 
it takes the development of inhibitory con-
trol to quell this tendency and enable children 
to understand that others have thoughts and 
desires independent from their own (Carlson & 
Moses,   2001  ). Similarly, adults will incorrectly 
guess that things they have just learned (e.g., the 
brand names of two sodas in a taste test) will 
be known by others who have not had the ben-
efi t of having the answers told to them, and it 
takes cognitive eff ort to override this assumed 
overlap and correctly judge other people’s state 
of knowledge (Epley, Keysar, Van Boven, & 
Gilovich,   2004  ). 

 On the other hand, most adults are eas-
ily able to gauge the diff erence between their 
own mental states and those of others, and 
we do so countless times every day. Planning 
surprise birthday parties and imagining what 
Christopher Columbus would think about a 
Corvette are just two examples of situations 
in which perceivers are able to separate their 
minds from those of others and use rule-based 
processing to infer the contents of those others’ 
mental states. 

 How do we reconcile our tendencies to think 
of others as being similar to us with the impor-
tance and ease of seeing ourselves as diff erent 

                    CHAPTER 2 
You, Me, and My Brain:     Self and Other 
Representations in Social Cognitive Neuroscience      

   Jamil     Zaki    &    Kevin     Ochsner        
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and methods of its parent disciplines: social psy-
chology and cognitive neuroscience (Ochsner, 
  2007  ; Ochsner & Lieberman,   2001  ). True to its 
heritage, SCN’s goal is to understand the abil-
ities necessary to eff ectively navigate the social 
world at multiple levels of analysis, bridging 
descriptions of social and emotional behaviors 
and experiences to models of their underlying 
psychological processes and neural bases. 

 SCN diff ers from its parent disciplines in a 
few important ways. Most obviously, SCN diff ers 
from its social psychological parent in its use of 
neuroscience data to constrain and inform psy-
chological theory (Lieberman,   2007  ). But there is 
another important, and perhaps less obvious, way 
in which SCN is distinguished from the other of 
its parents. In contrast to much—but not all—of 
cognitive neuroscience research, SCN empha-
sizes the core social psychological idea that situ-
ations or contexts determine how we think and 
act (Ochsner,   2007  ). So central is this idea to 
social psychology that, as Matthew Lieberman 
put it, “…if a social psychologist was going to be 
marooned on a deserted island and could only 
take one principle of social psychology with him 
it would undoubtedly be the ‘power of the situa-
tion’” (Lieberman,   2005  ). Th e same might be said 
of the social cognitive neuroscientist. 

 Previously, we have argued that the goal of 
SCN is to construct multilevel models of the way 
in which one’s current context—which includes 
both the external situation and one’s internal 
states and traits—constrains how we construe 
the meaning of social cues (Ochsner,   2007  ). 
Whereas the cognitive neuroscientist might 
want to understand the brain systems involved 
in perceiving faces or facial expressions of emo-
tion, a social cognitive neuroscientist might 
want to take that understanding further by ask-
ing how one’s interaction goals (e.g., to form an 
impression or to connect empathically), beliefs 
about the other person’s intentions (e.g., whether 
they intend to help or to deceive), or similarity 
between themselves and a target (e.g., ethnically 
or politically) shape the cognitive processes and 
neural systems engaged by perceiving that same 
emotional expression. 

 In the sections that follow, the SCN approach 
will guide a systematic review of recent 

from others? To address this issue, this chapter 
adopts a social cognitive neuroscience (SCN) 
approach, using information about the brain to 
constrain thinking about the psychological pro-
cesses involved in perceiving people. We review 
neuroimaging research on self-perception, emo-
tion, and social cognition with an eye toward 
understanding the person perception processes 
that lead to our dual tendencies to see others as 
both like and not like ourselves. Our framework 
diff erentiates between two modes of processing 
information about people—one that is a quick, 
direct, and bottom-up and another that is delib-
erative, refl ective, and top-down. We then exam-
ine whether self and other overlap may depend 
critically on which mode of processing perceiv-
ers are engaging. 

 Toward this end, the remainder of the chap-
ter is divided into three parts. First, we describe 
elements of the SCN approach that guide the 
formulation of our framework. Th en, in the sec-
ond and most detailed section of the paper, we 
review and synthesize recent imaging research 
on self and other perception in both direct 
and refl ective modes of processing. Th is sec-
tion unpacks each cell of the 2*2 matrix created 
by crossing the target being perceived (self or 
other) with the mode of processing used to per-
ceive that target (direct or refl ective). For each 
cell, we draw on a growing neuroimaging liter-
ature to help constrain our thinking about the 
information processing steps that characterize 
self-perception and other perception. By qualita-
tively examining commonalities and diff erences 
among activation foci from previous studies on 
self-perception, emotion, and social cognition, 
we can identify neural systems engaged by each 
processing mode and for each type of social per-
ceptual target. Finally, in the third section, we 
use prosocial behavior as an example of how 
knowledge about neural representations of self 
and other can help inform our understanding of 
long-standing social psychological questions. 

     A SOCIAL COGNITIVE NEUROSCIENCE 
APPROACH   

 Social cognitive neuroscience emerged in the 
past decade as a combination of the theories 
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     FROM DATA TO THEORY: BUILDING 
A SOCIAL COGNITIVE NEUROSCIENCE 
FRAMEWORK FOR UNDERSTANDING 
SELF–OTHER REPRESENTATION   

 If Bernard Jaff e's notion that all people are cut 
from the same fabric is to be treated as more 
than a post-hippie platitude, it needs to be 
grounded in empirical research fi ndings. Th e 
goal of this section is to use a review of brain 
imaging data to bring ideas about self–other 
similarity down to the brain. To accomplish 
this goal, we fi rst briefl y review past SCN work 
that has attempted to identify the neural corre-
lates of direct and refl ective modes of process-
ing information about the self and about others. 
Th is work sets the stage for our review of neu-
ral systems implicated in direct and refl ective 
modes of processing for self and other. 

    Dual-process models in Social Cognitive 
Neuroscience   

 Explanations of behavior that appeal to the 
interplay between direct or automatic process-
ing on the one hand, and refl ective or controlled 
processes on the other are about as old as exper-
imental psychology itself. In social psychol-
ogy, many such dual-process models have been 
off ered to explain person perception phenom-
ena ranging from stereotyping and dispositional 
inference to emotion regulation (Gilbert,   1999  ; 
K. N. Ochsner & Gross,   2004  ). 

 Although the details vary from theory to 
theory, most models agree upon the basic prop-
erties of a direct and automatic mode of pro-
cessing as opposed to a controlled and refl ective 
one (for several examples of such theories,  see  
Chaiken & Trope,   1999  ). Automatic processes are 
thought to operate without the costly and cum-
bersome need to bring mental contents into our 
awareness for deliberation. Th rough the simple 
perception of stimuli that activate mental repre-
sentations of emotions, stereotyped out-groups, 
our self-concept, and so on, automatic processes 
can guide the formation of impressions, can shape 
judgments and decisions, can generate emotions, 
and may even queue up goals that motivate and 
guide actions (e.g. Bargh, Gollwitzer, Lee-Chai, 
Barndollar, & Trotschel,   2001  ). By contrast, 

functional imaging research exploring distinc-
tions in the neural activation corresponding to 
distinctions between targets (self or other) and 
modes of processing (direct or refl ected). Tables 
2–1 and 2–2 indicate the phenomena and stud-
ies that were included in each cell of this 2*2 
matrix. 

 Neuroimaging data can help constrain 
our theories about how these processes inter-
act in two ways: fi rst, by showing that two or 
more types of behavior that could be viewed as 
similar—such as explicit and implicit memory 
formation, actually depend on diff erent infor-
mation processing mechanisms,; (Schacter, 
Alpert, Savage, Rauch, & Albert,   1996  ) and, 
second, by showing that two types of behav-
ior that were thought to be diff erent, such as 
visual perception and visual imagery, actually 
depend on similar mechanisms (Kosslyn & 
Ochsner,   1994  ; Kosslyn, Th ompson, & Alpert, 
  1997  ). Furthermore, aggregating results of sev-
eral studies allows for examining the reliability 
of relevant fi ndings, such as the activation of a 
certain brain region during a certain task type 
(cf. Phan, Wager, Taylor, & Liberzon,   2002  ). 

 With this in mind, the review below 
describes how diff erent systems of brain regions 
come into play as a function of situational (i.e., 
context-specifi c) goals to understand thoughts, 
emotions, or traits, goals that in turn lead one 
to engage in direct or refl ective modes when 
perceiving diff erent kinds of social targets (i.e., 
one’s self or other people). 

Table 2–1 Person Perception Phenomena 
Included in Meta-Analysis Grouped as a 
Function of Mode of Processing and Target 
of Processing

Target

Self Other

M
od

e o
f p

ro
ce

ssi
ng

Re
fl e

ct
ed Traits, 

emotion, 
preferences

Traits, emotion, beliefs, 
knowledge, familiarity, 
intentions

D
ire

ct

Pain, 
arousal, 
emotion, 
agency

Traits (stereotypes), 
intentions, goal–oriented 
movement, emotion
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the direct mode of processing. Depending on the 
theory, these two types of processes have been 
described as working either in competition or in 
collaboration, either simultaneously or exclusive 
of one other, and with or without sharing infor-
mation (Gilbert,   1999  ). 

 Recently, dual-process models have begun 
to inform SCN analyses of person perception 

controlled processes are recruited when, for 
whatever reason, we need to refl ect on or control 
the impressions, feelings, thoughts, or actions 
generated by processes operating automatically 
outside our awareness. Typically refl ective con-
trol occurs either because we have the explicit 
goal to be deliberative in a given situation or 
because of some error or problem produced by 

Table 2–2 Studies Included in Meta-Analysis as a Function of Mode of Processing and Target 
of Processing

Target

Self Other

Author/year Phenomenon Author/Year Phenomenon

M
od

e o
f p

ro
ce

ss
in

g
  R

efl
 e

ct
ed

Fossati 03
Moran 06
Hutcherson 05
Kircher 05
Kjaer 02
Lou 04
Ochsner 04
Ochsner 05
Ruby 01
Schmitz 04
Seger 04
Phan 04
Kelley 02

Trait Attribution
Trait Attribution
Emotion
Trait Attribution
Trait Attribution
Trait Recall
Emotion
Trait Attribution
Intentions
Trait Attribution
Preference
Emotion
Trait Attribution

Brunet 00
Calarge 03
Castelli 00
Gallagher 00
Goel 95
Moran 06
Hynes 06
Lou 04
Mitchell 04
Mitchell 05a
Mitchell 05b
Mitchell 05c
Mitchell 06
Ochsner 04
Ruby 01
Saxe 03
Schmitz 04
Seger 04
Vollm 06

Intentions
Mental States
Intentions
Beliefs
Knowledge
Trait Attribution
Mental States, Emotion
Trait Attribution
Impression Formation
Impression Formation
Mental States
Mental States
Impression Formation
Emotion
Intentions
Beliefs
Trait Attribution
Preferences
Mental States, Emotion

D
ire

ct

Aalto 05
Botvinick 05
Cato 04
Farrer 02
Hutcherson 05
Morrison 04
Paradiso 99
Schaefer 05
Singer 04
Sugiura 00
Taylor 03

Emotion
Pain
Emotion
Intention
Emotion
Pain
Emotion
Emotion
Pain
Self Recognition
Emotion

Botvinick 05
Carr 03
Chaminade 02
Decety 02
Decety 03
Farrow 01
Jackson 05
Jackson 06
Morrison 04
Ramnani 04
Saarela 06
Singer 04
Winston 03
Hooker 03
Pelphrey 04

Pain
Emotion
Intention
Intention
Emotion
Emotion
Pain
Pain
Pain
Agency
Pain
Pain
Emotion
Intention/movement
Intention/movement
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more dorsal areas of mPFC occurring while 
subjects make judgments about the mental 
states of others (Fletcher et al.,   1995  ; Gallagher 
et al.,   2000  ; Goel, Grafman, Sadato, & Hallett, 
  1995  ; Mitchell, Heatherton, & Macrae,   2002  ). 
Other work suggests that the mPFC regions 
involved in making judgments about one’s self 
and someone else’s mental state may overlap 
(K. N. Ochsner et al.,   2005  ) and that further-
more, this overlap may be moderated by how 
similar perceivers feel to the people they make 
judgments about (Mitchell, Banaji, & Macrae, 
  2005  ; Mitchell, Macrae, & Banaji,   2006  ). 

 Th e second literature concerns the over-
lap between the brain areas underlying  motor  
representations of self and other and has been 
centered in research on so-called “mirror neu-
rons” in the premotor cortex of nonhuman 
primates. Th ese neurons fi re both when pri-
mates perform an action and when they see 
another animal performing the same action 
(Rizzolatti, Fogassi, & Gallese,   2001  ). Th is 
overlap in neural action representations has 
been reproduced in humans, and a growing 
number of studies have explored overlapping 
representations of sensory experiences as well. 
For example, one fMRI study exposed unlucky 
participants to aversive odors as well as faces 
expressing disgust and showed an overlap in 
activation of the insula for both of these con-
ditions (Wicker et al.,   2003  ). Similar studies 
have shown overlaps in the perception of pain 
(Botvinick et al.,   2005  ; Jackson, Meltzoff , & 
Decety,   2005  ; Morrison, Lloyd, di Pellegrino, 
& Roberts,   2004  ; Singer et al.,   2004  ), touch 
(Keysers et al.,   2004  ), and basic emotions (Carr, 
Iacoboni, Dubeau, Mazziotta, & Lenzi,   2003  ; 
Leslie, Johnson-Frey, & Graft on,   2004  ). 

 “Motor theories” of social cognition and 
empathy, largely based on the mirror neuron 
literature, suggest that social cognitive abili-
ties are mediated largely by the fast, automatic, 
and bottom-up activation of representations 
of internal states that perceivers see in oth-
ers. Th ese representations are overlapping, or 
“shared,” to the extent that they are recruited 
both when one engages in an action and when 
one sees someone else engaging in the same 
action. An assumption made by these motor 

(Keysers & Gazzola,   2007  ; Lieberman,   2007  , in 
press; Zaki & Ochsner,   2009  ), emotion (Ochsner 
& Feldman Barrett,   2001  ), and emotion regula-
tion (Ochsner & Gross,   2005  ). In general, these 
models posit that the direct and bottom-up 
route for perceiving people or generating emo-
tion depends on brain systems diff erent from, 
but partially overlapping with, those involved 
in the refl ective mode of processing. Although 
the neural players implicated in the direct mode 
may vary from context to context, depending on 
the specifi c features of the stimulus at hand (e.g., 
whether it is painful, visual, auditory, verbal, or 
pictorial, and so on), for refl ective control one 
player takes center stage for virtually all behav-
iors. Th e prefrontal cortex (PFC) is thought to be 
essential for most aspects of refl ective process-
ing, and current work is examining the role of 
discrete frontal regions in holding information 
in memory, selective attention, inhibiting pre-
potent impulses, and higher-order reasoning. 

     Self and Other Perception in Social 
Cognitive Neuroscience   

 As discussed above, questions about whether 
we see others as we see ourselves have been 
central to behavioral research for many years. 
SCN work begun to investigate this issue by 
asking a related question: whether judgments 
about one’s own states and traits depend on 
brain systems similar to judging the states 
and traits of others. Th is question has been 
asked in parallel by two diff erent literatures 
in the fi eld. Th e fi rst has to do with the neu-
ral overlap underlying  conceptual  representa-
tions of the self and others and has most oft en 
been associated with research on theory of 
mind. One region in particular—the medial 
prefrontal cortex (mPFC)—consistently plays 
a key role in judgments about both self and 
other, but the nature of mPFC’s involvement 
it is not yet clear. Some studies have found 
greater activity in ventral portions of mPFC 
when thinking about one’s own as compared 
to a non-close other’s traits (Fossati et al., 
  2003  ; Kelley et al.,   2002  ; Macrae, Moran, 
Heatherton, Banfi eld, & Kelley,   2004  ; Northoff  
et al.,   2006  ). Studies of theory of mind and 
perspective taking have found activations in 
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mode depends on the target of judgment—self 
or other. On the other hand, current work has 
made progress toward clarifying when similar 
neural representations may underlie percep-
tion of and judgments about self and other, but 
controversies exist as to when and how such 
“shared representations” or common brain 
regions are recruited during these processing 
steps. In the next section, we show how simul-
taneously accounting for both the mode and the 
target of judgment may help in resolving these 
ambiguities. 

       TOWARD A DUAL-PROCESS FRAMEWORK 
FOR SELF–OTHER PERCEPTION   

 Before discussing the results of our division 
of previous work, it is worth commenting on 
the phenomena we chose to include in each 
analysis, as well as to recap our goals in this 
review. First, although we included various 
person perception phenomena from Table   2–1   
in our analysis, we have chosen to emphasize 
the perception of emotions in self and other in 
our discussion. Th is is because emotion is the 
perceptual attribute most clearly present in 
all four cells of our processing mode * target 
matrix. For example, as can be seen in Table 
  2–1  , although one can refl ect on one’s own or 
someone else’s traits, neuroimaging studies of 
 direct  processing of trait information are rare.     

 Second, by using a factorial approach, we 
hoped to isolate patterns of activations from 
previous studies that would map onto either 
a main eff ect of self versus other perception 
or onto direct versus refl ective modes of pro-
cessing. We then used this framework to probe 
for interaction eff ects of perceptual target with 
processing mode. Specifi cally, as discussed 
above, prior work had suggested that neural 
representations of self and other would over-
lap, but we expected that the extent of over-
lap would in some way depend on the mode 
of processing being engaged. Such interactions 
could suggest that, in fact, when consider-
ing how much people tend to view themselves 
and social targets as overlapping, it is critical 
to understand the mode they are using to view 
those social targets. 

theories is that the bottom-up or stimulus-
driven activation of “shared” aff ective rep-
resentations creates the feeling in a perceiver 
that he or she would experience if an event 
being witnessed was experienced personally. 
For example, seeing someone else get kicked 
in the shins may cause a perceiver to wince 
automatically, actually feeling some measure 
of discomfort themselves. Motor theories take 
this and other similar phenomena as a start-
ing point to propose that, in fact, many of our 
judgments about other people (predicting their 
actions, intentions, and beliefs) are built on 
similar overlapping representations (Gallese, 
Keysers, & Rizzolatti,   2004  ). 

 One problem with such accounts is that 
although they provide explanations of how 
we understand actions, they fare worse when 
used to explain our understanding of feelings 
and beliefs, especially when perceptual inputs 
are absent or ambiguous. Th ere are many such 
cases in everyday life, such as when a depressed 
person has fl at aff ect, when a healthy individ-
ual is not emotionally expressive (Zaki, Bolger, 
& Ochsner,   2008  ), when someone smiles sim-
ply to be polite (Ansfi eld,   2007  ), or when some-
one has a false belief that a perceiver does not 
share (Jacob & Jeannerod,   2005  ). Alternative 
theories propose that in these cases, perceiv-
ers use rule-based, top-down processing to 
dissociate representations of self and other 
and in this way may be able to infer states in 
others that diff er from their own (Saxe,   2005  ). 
In this way, perceiving an ambiguous behav-
ior may have much in common with perceiv-
ing any kind of ambiguous visual object: when 
an incoming percept is not correctly classi-
fi ed using bottom-up processes, the top-down 
use of an attention and stored knowledge can 
guide a perceiver to test hypotheses about what 
she is perceiving or guide her toward goal rele-
vant stimuli (Posner,   1980  ). 

    Upshot   

 On one hand, current work provides some 
intriguing initial models of how we engage 
in direct/bottom-up and refl ective/top-down 
modes of perception, but the models have yet to 
explain how and when the engagement of each 
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 Furthermore, a host of other areas involved 
in emotion perception and social cognition, 
including the superior temporal sulci (STS), 
anterior insula (AI), amygdala, and posterior 
cingulate (PCC) were also engaged by both 
self-perception and other perception. Each 
of these regions may play important roles in 
person perception generally. For example, 
the STS has been implicated in decoding the 
social meaning of nonverbal cues such as eyes 
that vary in the direction of gaze, moving lips 
and forms with biologically possible motion, 
and tasks involving the assessment of theory 
of mind or trait attribution (Pelphrey, Morris, 
Michelich, Allison, & McCarthy,   2005  ; Saxe, 
Xiao, Kovacs, Perrett, & Kanwisher,   2004  ). By 
contrast, the AI has been implicated in rep-
resenting internal bodily states, as well as in 
pain processing. However, it has also been 
shown to become active while subjects focus 

    Main Effects of Target and Processing 
Mode   

    Type of Target: Self versus Other:   

 We fi rst collapsed activations across all studies 
of both direct and refl ective processing modes 
and separated them only by the target of per-
ception to test the hypothesis that the processes 
used to perceive self and other are represented 
in discrete neural structures. Th e resulting 
images clearly show that such a broad distinc-
tion cannot be made based on brain data (Fig.  
 2–1  ). Studies of both self-perception and other 
perception have reported activations in regions 
of the brain associated with processing infor-
mation about emotions, traits, and intentions. 
Importantly, across the large majority of stud-
ies, both the dorsal and ventral mPFC were acti-
vated regardless of whether subjects focused on 
themselves or someone else.   
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    Fig. 2–1    Main eff ect of target 
(self vs. other) on neuro-imaging 
activation peaks. 
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 Nevertheless, the most striking pattern 
between self and other was that of overlap. 
Th is is not to say that there is a total overlap 
between the processing steps perceivers use to 
understand themselves and others. If this was 
the case, then complex social situations and 
crowded subway platforms would be diffi  cult to 
maneuver. Still, these diff erences do not appear 
as discrete, consistent separations between tar-
gets across all task types. 

     Mode of Processing: Direct versus Refl ective:   

 When collapsing across targets and instead 
comparing activation peaks found in studies of 
direct versus refl ective processing, much clearer 
patterns of separation emerge (Fig.   2–2  ). Th is 
contrast showed a dissociation of activation 
peaks in the mPFC and ACC, such that refl ec-
tive processing of traits, emotions, and mental 
states tended to activate more anterior points 
within these regions, whereas direct experi-
ence of emotion or pain more commonly acti-
vated posterior mPFC and ACC, regardless of 
whether the target was self or other.   

 Th is anterior to posterior gradient is consis-
tent with the idea that high-level, refl ective, sec-
ondary appraisals about one’s own or another 
person’s emotions are neurally and cognitively 
separable from primary appraisals of the poten-
tial threat value of stimuli, supporting fi nd-
ings of individual studies. For example, Kalisch 
et al. (  2006  ) induced anxiety through anticipa-
tion of painful shock while subjects performed 
concurrent working memory tasks involving 
either low or high cognitive load. Although auto-
nomic arousal and self-reported anxiety were 
not aff ected by the amount of cognitive eff ort 
the secondary task required, a rostral mPFC 
region became more engaged for anxiety versus 
nonanxiety conditions only under low load—
that is, when participants could attend to their 
anxiety. Th is fi nding, along with many others 
that directly manipulate the need for high-level 
refl ective appraisals suggests that rostral MPFC 
underlies appraisals of internal and emotional 
states when subjects can attend to and refl ect on 
those states, but not otherwise. Th is is also con-
sistent with theories about the function of (espe-
cially ventral and orbital) PFC that suggest it is a 

on the pain and bodily states of other peo-
ple, suggesting that it is not specifi c to self-
perception (Botvinick et al.,   2005  ; Keysers et 
al.,   2004  ; Wicker et al.,   2003  ). Similarly, the 
PCC has been associated with self-directed 
thought, as well as drawing attention to salient 
external cues (Vogt, Vogt, & Laureys,   2006  ). 
Furthermore, PCC shows high functional 
connectivity with the mPFC, suggesting that 
these regions work together during refl ection 
about both one’s self or someone else (Lou 
et al.,   2004  ). 

 Briefl y, two diff erences between self- and 
other-related activation peaks are worth not-
ing. First, other-related activations in posterior 
mPFC tended to be located more dorsally than 
self-related activations. Th at is, whereas self-
related activation peaks were observed along 
the cortex adjacent to the corpus callosum, 
other-related peaks were more oft en dorsal to 
the cingulate gyrus. It is known that mPFC 
evolved in a radial fashion, with the architec-
tonically ancient three layered cingulate gyrus 
gradually developing into adjacent six-layered 
portions of mPFC proper. Th at fact rather 
intriguingly suggests a developmental relation-
ship between regions involved in perceiving 
oneself and those involved in perceiving others. 
Th at being said, this separation is by no means 
complete and taken alone does not shed light 
on the nature of the computations performed 
by these regions (which are discussed below). 
Second, more activation peaks in the thala-
mus and hypothalamus occurred for self than 
for other. Th e hypothalamus is critical to reg-
ulating autonomic responses to emotionally 
salient stimulus and also shares connections 
with brain regions involved in other aspects 
of emotion processing, such as the subgenual 
anterior cingulate and orbitofrontal cortex 
(Morecraft , Geula, & Mesulam,   1992  ; Nagai, 
Critchley, Featherstone, Trimble, & Dolan, 
  2004  ). Activation of the hypothalamus pref-
erentially during self-related processing may 
refl ect increased eff ects of autonomic arousal 
and sensory processing when perceiving or 
making judgments about internal states than 
when observing or inferring the presence of 
such states in others. 
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Because  amy gdala activation can indicate an 
“early” cortical mechanism responding to emo-
tional salience, the cortical region it projects to 
fi rst may indicate the type of appraisal that is 
made about that stimuli. Th us, the connectivity 
pattern reported in that paper is consistent with 
the idea that under a refl ective mode of process-
ing, appraisals of emotional value are made in a 
“top-down” manner through the mPFC before 
reaching areas (such as the amygdala) more 
associated with automatic reaction to emotions 
of others (see also Keightley et al.,   2003  ). 

 Th ese data, along with the distribution of 
activation revealed by our plots, suggests that 
refl ecting on emotional states depends on the 
engagement of medial prefrontal regions sup-
porting high-level appraisal processes used to 
represent information about the nature of one’s 
own, or someone else’s, mental states. Th is kind 
of refl ection may be important for other types 
of top-down processing, such as those involved 

“zone of convergence,” integrating information 
about internal bodily states via connections with 
the hypothalamus and AI with external cues 
processed in the superior temporal sulci and the 
amygdala (Floyd, Price, Ferry, Keay, & Bandler, 
  2001  ; Mesulam & Mufson,   1982  ; Rolls,   2004  ). 

 By contrast, the ACC may react more auto-
matically and in a bottom-up fashion to the 
presence of goal-relevant, aff ectively salient 
stimuli. In keeping with this notion, a recent 
study used structural equation modeling to 
explore eff ective connectivity between the PFC, 
ACC, and amygdala while subjects viewed 
emotional faces and either rated the gender 
of the face (incidental or direct emotion pro-
cessing) or the emotion (refl ective processing). 
During direct processing, information from 
the  amygdala traveled to the ACC and then to 
the PFC, whereas during refl ective emotion, 
this pattern was reversed (de Marco, de Bonis, 
Vrignaud, Henry-Feugeas, & Peretti,   2006  ). 
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  Fig. 2–2    Main eff ect of mode of 
processing (direct vs. refl ective) on 
neuro-imaging activation peaks. 
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or refl ective modes of perceiving self or other. 
In addition, we separated activations associ-
ated with diff erent types of judgment and/or 
stimulus content. In particular, we considered 
whether activations might segregate for studies 
involving pain, emotion, or more purely cogni-
tive judgments about nonaff ective beliefs. Th e 
goal was to determine whether distinct process-
ing systems would subserve the perception of 
self and other but only when engaged in direct, 
as opposed to refl ective, processing for specifi c 
types of stimulus or judgment content. 

    Direct Processing of Self and Other   

 Many theories suggesting an overlap between 
processes involved in self and other perception 
focus primarily on what we would term direct 
processing. As described above, these theories 
have relied mostly on data from studies of mirror 
neurons and their engagement during the obser-
vation of motor actions (Brass & Heyes,   2005  ; 
Jarvelainen, Schurmann, & Hari,   2004  ) as well as 
mirror-like responses during perception of pain, 
disgust, and touch in other people. Such studies 
of self–other neural overlap have infl uenced sug-
gestions that perceivers understand social targets 
by automatically activating their own sensory, 
motor, and aff ect systems. In the following two 
subsections, we review studies exploring overlap 
in the neural systems used to perceive pain and 
emotion in the self and others. 

    Pain     One of the most compelling cases for 
overlap in the brain systems involved in self–
other perception comes from the results of stud-
ies of pain. It is important to our survival that 
nociceptive (i.e., noxious and painful) signals 
allow us to pull away from a hot stove; equally 
important is our ability to learn not to touch 
a stove someone else has pulled away from in 
pain. For more than two decades, vicarious 
conditioning studies have provided a laboratory 
model of this phenomenon by showing similar 
skin conductance and heart rate responses when 
perceivers observe others learning to “fear” con-
ditioned stimuli and when the perceivers them-
selves are being conditioned (Olsson & Phelps, 
  2004  ; Vaughan & Lanzetta,   1980  ). Imaging 
studies have focused on a parallel phenomenon, 

in cognitive forms of emotion regulation that 
depend on the ability to know what someone 
is feeling. One such strategy is known as reap-
praisal: actively rethinking the meaning of 
an emotionally charged stimulus in ways that 
change the trajectory of your emotional response 
to it. Reappraisal may involve awareness of and 
refl ection on the nature of one's own emotional 
response, as well as refl ection on the intentions 
and beliefs of others. Th us, regions associated 
with refl ective processing of mental states may 
serve dual duty, helping us perform social cog-
nitive tasks as well as regulate our emotions. In 
either case, mPFC may communicate with cor-
tical and subcortical regions involved in the 
direct/bottom-up processing of aff ective cues, 
either amplifying or modulating their activity 
according to the nature of the refl ective demands 
(i.e. amygdala; see Beauregard, Levesque, & 
Bourgouin,   2001  ; Etkin, Egner, Peraza, Kandel, 
& Hirsch,   2006  ; K. N. Ochsner, Bunge, Gross, & 
Gabrieli,   2002  ; K. N. Ochsner et al.,   2004  ). Th ese 
refl ective processes could be employed in cogni-
tive therapy, in which clients are encouraged to 
refl ect on their emotional states and their causes 
to be able to eff ectively modulate and dampen 
their reactions to aff ective cues (Goldapple et al., 
  2004  ; Mayberg,   1997  ). 

      Interaction Effects: Degree of Self-Other 
Overlap Depends on Processing Mode and 
Content   

 Our main eff ect contrasts for perceiving self ver-
sus other suggested that separating brain acti-
vations by the target of processing alone might 
resemble trying to slice a cake into the fl our and 
sugar that went into it: although one can con-
template the separation conceptually, in actual 
practice, the two are hopelessly intertwined. 
Does this mean that the brain areas used to 
understand self and other are totally overlap-
ping? Above, we hypothesized that the distinc-
tions between processing diff erent targets might 
emerge as meaningful depending on the mode 
of processing a perceiver engages. To test this 
idea, we plotted activation points for self and 
other for only one processing mode (i.e., either 
direct or refl ective) at a time, thereby identi-
fying activations associated with either direct 



UNDERSTANDING AND REPRESENTING OTHER PEOPLE24

   to attend to nonverbal, visual cues such as facial 
expression or body language that can be indic-
ative of another person’s response to a painful 
stimulus. What’s more, some understanding of 
the motivational relevance of a painful situa-
tion for someone else may be used to constrain 
one’s understanding of a target’s pain experience. 
Th eoretically, these additional types of processing 
steps should recruit neural systems beyond those 
commonly supporting the representation of pain 
aff ect in self and other, including medial prefron-
tal regions described earlier that are important 
for refl ecting on the nature of one’s mental states 
and posterior cortical regions (such as the STS) 
important for interpreting nonverbal cues. By 
contrast, the direct perception of one’s own pain 
may diff erentially depend on regions important 
for the perception of one’s own body and the gen-
eration of physiological responses important for 
coping with a noxious stimulus. Regions such as 

known as “empathic pain,” and have observed 
activity in overlapping regions of ACC and 
AI both when one experiences pain directly 
and when one sees someone else experiencing 
pain (Botvinick et al.,   2005  ; Jackson, Brunet, 
Meltzoff , & Decety,   2006  ; Morrison et al.,   2004  ; 
Singer et al.,   2004  ). Th e fact that these two 
regions are associated primarily with aff ective 
responses to painful stimuli have been taken to 
suggest that instead of understanding someone 
else's pain in a cold and cognitive manner, we 
feel it as we would our own. 

 Although the fi nding of overlapping activity 
for self and other pain has been highly infl uen-
tial to theories of empathy, important diff erences 
for self-pain and other pain have been observed. 
Th e process of understanding someone else’s 
pain requires not just an aff ective response to 
that pain but a number of additional process-
ing steps as well. For example, one might need 

  Fig. 2–3    Interaction eff ects 
from our recent study of empa-
thy for pain (Ochsner et al., 
  2008  ). Orbitofrontal (OFC) and 
rostrolateral prefrontal cortex 
(RLPFC), as well as premotor 
regions, became more active 
during “other pain” as opposed 
to self pain. Th e anterior insula 
(AI) showed the opposite 
pattern. 
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other pain (Fig.   2–4  ). Such a model can be used 
as an example of dissociating a seemingly simi-
lar process in self and other by probing interac-
tion eff ects in the brain.   

 To provide further support for the dissoci-
ation of self-processing and other processing 
in the context of pain, we plotted activations 
from previous studies of pain perception in 
self and other (Fig.   2–5  ). Although the authors 
of these studies emphasized overlap for self-
perception and other perception in the aff ective 
pain matrix, Figure   2–5   shows that there are 
important diff erences as a function of the tar-
get of pain. Whereas self-pain more commonly 
activates the thalamus and areas along the cen-
tral sulcus, other pain activated mPFC, bilateral 
ventrolateral PFC, and OFC, as well as visual 
association areas. Furthermore, all activation 
peaks anterior to the genu of the corpus callo-
sum, representing associative regions of PFC, 
occurred during other pain perception only.   

 Although these diff erential activations sel-
dom are discussed in theoretical accounts of 

the anterior insula, hypothalamus, and thalamus 
(described earlier as being important for percep-
tion of bodily states and sensations) might be 
expected to play an role in these processes. 

 To explore this possibility, Ochsner and col-
leagues (Ochsner et al.,   2008  ) had participants 
complete two tasks: in a self-pain task, par-
ticipants were exposed to both nonpainful and 
painful thermal stimuli; in an other pain task, 
participants viewed of others in painful and 
nonpainful situations. As has been shown in 
previous work, we identifi ed overlapping regions 
of AI and ACC more active for painful than for 
nonpainful stimuli in both tasks. In addition, we 
found that perception of pain and others pref-
erentially engaged a host of additional regions 
associated with refl ective processing of mental 
states, including orbitofrontal cortex and rost-
rolateral PFC. By contrast, posterior sections of 
the AI were preferentially engaged by self-pain 
(Fig.   2–3  ). Th ese fi ndings suggested that as a 
common aff ective pain matrix is engaged by 
both self-pain and other pain, additional func-
tional systems are necessary to fully decode the 
meaning of painful experiences experienced 
personally or perceived in others.   

 We further hypothesized that although self-
pain and other pain both involve activation of 
the AI and ACC, this activation may be part of 
diff erent cognitive and neural network activity 
in each case. To test this, we employed func-
tional connectivity analyses. Whereas main 
eff ect contrasts that average activity across time 
and individuals may be insensitive to regions 
whose activity across two conditions co-vary, 
functional connectivity analyses are sensitive to 
such dynamic fl uctuations (Friston et al.,   1997  ). 
In the context of empathy for pain, these analy-
ses showed that during other pain as opposed 
to self-pain, overlap areas in the ACC and AI 
become more connected to mPFC regions asso-
ciated with theory of mind, whereas during 
self-pain, ACC and AI become more connected 
to the hypothalamus and periaqueductal gray 
regions associated with processing autonomic 
responses (Zaki, Ochsner, Hanelin, Wager, & 
Mackey,   2007  ). Based on these fi ndings, we 
created a schematic representation of brain 
networks involved in perceiving self-pain and 
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   Fig. 2–4    A circuit model diagramming the inter-
action of brain areas during self and other pain 
only, as well as interactions occurring during 
both types of pain. Connections in the model are 
based both on connectivity analyses from Zaki 
et al. (  2007  ), and on existing information about 
intrinsic physical connections between these 
regions. mPFC, medial prefrontal cortex; STS, 
superior temporal sulcus; MI, mid insula; ACC, 
anterior cingulate cortex; AI, anterior insula; 
PAG, periaquedictal gray; Prec, precuneus; PCC, 
posterior cingulate cortex; Mdbrn, Midbrain.   
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on how a perceiver feels about or relates to that 
target. 

     Emotion     Emotional stimuli do not neces-
sarily require reflective awareness of them to 
affect the way we feel, act, or engage in cog-
nitive processing. This fact was taken advan-
tage of by the producers of  The Exorcist , who 
included grotesque subliminal images in their 
film, causing moviegoers to become terri-
fied and nauseated while watching the film 
although they couldn’t quite pinpoint why. 
Before being discovered, these producers 
managed to show, in thousands of unwary sub-
jects, the extent to which emotional cues we 
do not experience consciously can affect our 
mood. Importantly, emotion without reflec-
tion can affect other aspects of our cognitive 
and even perceptual functioning, such as how 
much money we will spend while shopping or 
the part of a photograph to which we attend 
(Gasper & Clore,   2002  ). 

 Perception of emotional cues without 
refl ection also has discrete neural correlates. 
Masked emotional stimuli can cause amyg-
dala activation outside of awareness (Whalen 
et al.,   2004  ; Whalen et al.,   1998  ), although this 
fi nding has been contested (Pessoa, Japee, & 
Ungerleider,   2005  ; Pessoa, McKenna, Gutierrez, 

empathic pain, they are important in at least 
two ways. First, they suggest that although neu-
ral overlap between self-pain and other pain 
processing may exist in the ACC and AI, the 
functional role of activity in these regions may 
diff er in each context, depending on the addi-
tional regions with which the ACC and AI are 
interconnected. Second, they provide means for 
explaining paradoxical eff ects of viewing pain 
in certain contexts. For example, during com-
petition, one’s own goal and those of someone 
else directly confl ict. In these cases, it may be 
adaptive for perceivers to “turn off ” otherwise 
automatic reactions to the pain of others (e.g., 
during athletic competitions or, more extremely, 
during war). In keeping with this notion, both 
autonomic and neural activity evoked by watch-
ing others in pain is reduced or reversed when 
the people in pain are in an adversarial or com-
petitive relationship with a perceiver (Lanzetta 
& Englis,   1989  ; Singer et al.,   2006  ). Under the 
hypothesis that processing of pain in self and 
other largely overlap, these eff ects would be dif-
fi cult to explain. However, the recruitment of 
prefrontal regions important for perceiving the 
intentions of others could modulate the amount 
of AI and ACC activity perceivers engage while 
observing another person in pain, depending 
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  Fig. 2–5    Neuro-imaging activa-
tion plots demonstrating the eff ect 
of target (self vs. other) on pain 
perception. 
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(Phan et al.,   2002  ), and more recent meta-
analyses suggest that these regions are associ-
ated with emotional experience, whereas the 
amygdala is not (Barrett, Mesquita, Ochsner, 
& Gross,   2007  ). Furthermore, an observational 
learning paradigm found that while watch-
ing someone else receive shock activated the 
amygdala, only subjects’ own fear of being 
shocked engaged ACC (Olsson, Nearing, & 
Phelps,   2007  ). Th is suggests that the perception 
of emotions experienced by another person 
may commonly trigger a “warning bell” to the 
self that danger is present but does not engage 
prefrontal systems associated with higher-
level, refl ective processing of mental states and 
intentions. 

 To parse the regions associated with pro-
cessing of self-emotion and other emotion cues 
under direct and refl ective modes of process-
ing, we selected activation peaks from a group 
of emotion-related neuroimaging studies. In 
doing so, we defi ned a “direct” mode of emo-
tion processing as any emotional response that a 
subject experiences or sees someone else experi-
ence but does not attend to or judge explicitly. 
Contrasts were included in the “direct self ” 
category if they asked participants to passively 
look at aversive or amusing scenes or videos 
or required participants to make a nonemo-
tional judgment about those stimuli (e.g., “was 
this photograph taken indoors or outdoors?”). 
Contrasts were included in “direct other” cat-
egory if they asked participants to passively 
attend to or make nonemotional judgments 
about emotionally expressive faces or body 
movements. 

 Resulting plots are shown in Figure   2–6  . 
Th e greatest degree of overlap between direct 
processing of self-emotion and other emotion 
cues occurred in anterior and posterior sec-
tions of mPFC, dorsal to the genu of the cor-
pus callosum. Th ese regions have been shown 
to respond to emotional stimuli in general 
(Phan et al.,   2002  ) but, as reviewed above, also 
respond during tasks requiring refl ective pro-
cessing of mental states including, theory of 
mind tasks and action monitoring (Amodio & 
Frith,   2006  ). Self and other stimuli also pro-
duced heavily overlapping patterns of activity 

& Ungerleider,   2002  ). Interestingly, the amyg-
dala is preferentially engaged by faces displaying 
fear, even over other potentially threat-related 
emotions such as anger (Whalen et al.,   2001  ). 
Given that the amygdala is connected to sen-
sory systems via only a few synapses, this sug-
gests that some of the fastest processing we use 
to assess potential threat may rely on cues about 
the emotional experiences of others who may be 
responding to something we should be avoid-
ing. Th is possibility raises what by now should 
be an obvious question: Does the neural activ-
ity accompanying perception of someone else’s 
fear resemble the neural activity we exhibit in 
response to our own fear? Or, to extend William 
James’ already overextended phrase, does a per-
ceiver become frightened by  someone else  run-
ning from a bear? If so, does that perceiver’s fear 
originate in an understanding of the frightened 
sprinter, or does the perceiver simply become 
primed for fear and vigilance outside of his 
awareness? 

 A few studies have argued that the latter may 
be true. Th is work extends the logic of studies 
examining so-called “shared representations” 
to the domain of perceiving facial expressions 
of emotion. By and large, fi ndings have sup-
ported the theory that when we see someone 
else’s emotional face, we “feel” the same thing 
they do, by virtue of activating brain regions 
similar to those activated when we experience 
the emotion we see them expressing. For exam-
ple, both seeing and imitating emotional facial 
expressions activates the amygdala and AI 
(along with classic mirror neuron regions in the 
inferior frontal and premotor cortices), suggest-
ing overlap between perception and sensation 
of emotions (Carr et al.,   2003  ; but see also Leslie 
et al.,   2004  ). 

 Although these data suggest that direct 
processing of self-emotion and other emotion 
cues may recruit at least partially overlapping 
neural circuitry, this is certainly not the entire 
story. Although the amygdala is associated 
with generating physiological components of 
emotional responses, an early meta-analysis 
of emotions found that more frontal regions, 
including the mPFC and ACC, are actually the 
most commonly recruited by emotional stimuli 
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bilateral premotor cortex, amygdala and right 
temporoparietal junction (TPJ), “direct self ” 
emotions showed unique activation peaks along 
the right temporal pole, medial occipital lobe, 
and thalamus. Th e premotor and TPJ activa-
tions in the “other” condition are consistent with 
previous accounts of “motor empathy” in which 
covert imitation plays some role in processing 
emotional cues from others (Iacoboni,   2005  ; 
Iacoboni et al.,   1999  ). Th e TPJ is oft en associ-
ated with making inferences about the mental 
states of others (Saxe & Kanwisher,   2003  ; Saxe 
& Wexler,   2005  ) as well as the disengagement 
of spatial attention more generally (Corbetta, 
Kincade, Ollinger, McAvoy, & Shulman,   2000  ); 
as such, its presence preferentially in “other 
direct” emotion may suggest attempts to orient 
to alternative interpretations of other people’s 
aff ective responses. Th e activation of amygdala 
during other emotion, and of the thalamus in 

in left  STS regions associated with the percep-
tion of nonverbal social cues (Pelphrey, Morris, 
& McCarthy,   2004  ).   

 Th e fact that these regions are engaged both 
by refl ective processing of social targets in 
general, and by the direct processing of aff ec-
tive cues regardless of target, highlights the 
important role that understanding the inten-
tions of others plays in appraising the aff ective 
signifi cance of stimuli. Indeed, many appraisal 
theories of emotion postulate that specifi c com-
putations about the intentions of others deter-
mine whether or not we feel angry or sad, happy, 
or surprised in response to the actions of other 
people (Scherer, Schorr, & Johnstone,   2001  ). 

 Perhaps as important as these regions of over-
lap, self-processing and other processing of emo-
tion also showed disparate patterns of activations 
in several brain regions. Although “direct other” 
emotional stimuli more commonly activated 
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  Fig. 2–6    Neuro-imaging acti-
vation plots demonstrating the 
eff ect of target (self vs. other) 
on the direct processing of 
emotion. 
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diff erential recruitment of systems important 
for processing be sensory information available 
for direct personal experience as compared to 
the indirect observation of others. To the extent 
that refl ective processing integrates lower-level 
sensory and perceptual cues into higher-order 
representations, we would expect similar sys-
tems to support the refl ective processing of 
multiple types of cues, including those associ-
ated with the perception of emotion in oneself 
and other people. 

    Emotion     To explore this hypothesis, we plot-
ted activation peaks from several studies of 
refl ective emotion processing in Figure   2–7  . 
To date, there are few studies of the refl ective 
processing of pain. As described above, we con-
strained our plots to show the results of main 
eff ect contrasts requiring explicit judgment of 
aff ective states. Th e “refl ective self ” category 
included any contrast in which participants 
were asked to rate their own experience while 
viewing emotional stimuli, whereas the “refl ec-
tive other” category included contrasts where 
participants rated the emotional state of some-
one else in a picture, vignette, or cartoon. We 
included both contrasts comparing judgment to 
no judgment and contrasts comparing aff ective 
judgments to judgments about external stimu-
lus features (e.g., emotional state vs. gender of 
someone in a picture). Because we were also 
interested in the relationship between qualita-
tively diff erent types of refl ections about others, 
we plotted “refl ective other” studies in which 
subjects made nonemotional mental state judg-
ments about others in vignettes, pictures, and 
cartoons separately from those where partici-
pants made judgments about the enduring 
personality traits of targets (which, in all cases, 
involved both emotional and nonemotional 
judgments, Fig.   2–8  ).     

 Several distinctions emerged in these plots. 
First, refl ective emotion processing showed sev-
eral regions of overlap for both self-targets and 
other targets. Th ese overlaps included activa-
tions in precuneus and posterior cingulate cor-
tex (PCC), the mPFC, bilateral temporal poles, 
and medial OFC. Th ese fi ndings are important 
because virtually all of these regions have been 

self emotion, respectively, suggests that qualita-
tively diff erent processes underlie each type of 
emotion. In keeping with our discussion of the 
perception of pain, perceiving emotions in oth-
ers may depend on systems sensitive to detecting 
potentially goal relevant features of the environ-
ment, whereas experiencing our own emotions 
may involve greater monitoring of internal 
bodily states. 

     Summary     In reviewing studies of pain and 
emotion, we found that under a direct mode of 
processing, the brain regions engaged by perceiv-
ing self and other partially overlap, corresponding 
with the emphasis of many studies on so-called 
“shared representations” in empathy and social 
cognition. Th ese overlaps occur mainly in corti-
cal regions (i.e., AI and ACC) used for integrat-
ing emotional cues or sensations into coherent 
second order (i.e., nonsensory) representations of 
aff ective states. However, we also found striking 
dissociations between self- and other-related acti-
vation peaks. Specifi cally, watching others feel-
ing pain or expressing emotion engaged motor 
cortex, which may help us understand intentions 
underlying others’ actions, as well as the amygdala, 
which may trigger vigilance in response to 
the perception of others feeling threatened. On 
the other hand, the experience of self-pain and 
emotion consistently involved postcentral gyrus, 
thalamus, and hypothalamus—areas associ-
ated with processing information about bodily 
states and sensations. Furthermore, connectiv-
ity analyses of perceiving pain in the self and in 
others revealed that only other pain causes ACC 
and AI to become functionally connected with 
the mPFC, an area associated with mental state 
inference (Zaki et al.,   2007  ). Together, these fi nd-
ings indicate that although perceivers may expe-
rience responses to their own pain and emotion 
that are similar to those experienced when they 
perceive pain and emotion in others, the func-
tional networks through which these sensations 
are created may be importantly diff erent. 

      Refl ective Processing of Self and Other   

 Th e patterns of dissociation between self and 
other we observed when participants are in a 
direct mode of processing are the product of 
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ventral portions of this region, was not surpris-
ing, given that mPFC is central to both infer-
ences about internal states (Amodio & Frith, 
  2006  ; Mitchell, Neil Macrae, & Banaji,   2005  ) and 
emotional experience, as described earlier. 

 Activity in two additional overlap regions—
the precuneus and PCC—is worthy of additional 

previously described as important for mental 
state attribution in general (Frith & Frith, 2003). 
Th e present analysis highlights once again the 
importance for emotion of regions previously 
associated with social cognition and mental 
state attribution in general. Activity in numer-
ous subregions of mPFC, including anterior and 
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diff ers from the pattern observed for direct pro-
cessing of emotion, which showed recruitment 
of both common and distinct regions for self 
and other. Together, these patterns suggest that 
when the self or someone else is viewed as an 
object of refl ection, a network of regions comes 
into play that is involved in directing attention, 
interpreting social cues, and inferring internal 
states. By contrast, in the absence of refl ective 
processing, the direct and bottom-up percep-
tion of emotion from low-level cues recruits 
diff erent systems depending on the type of per-
ceptual input associated with each target (vis-
ceral for self vs. visual for other). 

     Distinct neural substrates for different types 
of refl ective judgment    Th e refl ective mode 
of processing off ers myriad possible ways of 
attending to, and elaborating on, our judgments 
about ourselves and other people. We might, 
for example, think about how someone feels 
as compared to what they are thinking, and 
such diff erences in focus might involve diff er-
ent underlying neural circuitry. To determine 
whether the  way  in which we refl ect on our own 
or others’ mental states depends on diff erent 
underlying neural systems, we examined sepa-
rately activations related to emotional as com-
pared to nonemotional mental state judgments 
(i.e., false belief tasks). Th is analysis revealed a 
dissociation in brain regions recruited by cog-
nitive as opposed to aff ective inferences about 
other people (Fig.   2–8  ). Whereas cognitive 
judgments more commonly recruited bilateral 
TPJ and frontal eye fi elds (FEFs), aff ective judg-
ments more commonly recruited orbital frontal 
and anterior vmPFC regions. 

 TPJ is associated with mental state judgments 
(Saxe & Kanwisher,   2003  ; Saxe & Wexler,   2005  ) 
and also with shift ing attention towards behav-
iorally relevant stimuli in—for example, exter-
nal cueing tasks (Kincade, Abrams, Astafi ev, 
Shulman, & Corbetta,   2005  ). FEF is engaged 
during tasks requiring increased attention to 
and working memory for visuospatial stimuli, 
including when one attempts to inhibit refl ex-
ive tendencies to shift  one’s eyes toward a visual 
stimuli (Curtis & D’Esposito,   2003  ). Activations 
in these regions when drawing inferences about 

discussion, as they have not been discussed 
previously. Activity in the precuneus is oft en 
related to both visuospatial imagery and self-
focused attention (Cavanna & Trimble,   2006  ; 
Gusnard, Akbudak, Shulman, & Raichle,   2001  ; 
Kelley et al.,   2002  ) visual perspective taking in 
a fi rst person (Vogeley & Fink,   2003  ) or third 
person (Ruby & Decety,   2001  ) point of view. 
Importantly, the precuneus does not have con-
nections with any primary sensory cortices 
but does have eff erent connections to the STS 
and ACC and may be involved in directing 
attentional resources to salient social or emo-
tional stimuli (Lou et al.,   2004  ). Similarly, the 
PCC is oft en recruited in self-referential men-
tal and emotional tasks, and Vogt et al. (  2006  ) 
have suggested that ventral PCC may play a part 
in a ventral attentional stream, sending infor-
mation about potentially salient stimuli to the 
vACC through direct reciprocal connections. 
Together, common activation in these regions 
suggests that perceivers use similar mecha-
nisms for self-perception and other perception 
to direct attentional resources to emotional 
cues. 

 Dissociations between activity associated 
with refl ective judgments of self and other were 
subtler than the analogous diff erences described 
in the context of direct emotion processing. 
Th ese diff erences may be less reliable and are 
deserving of attention and future research 
designed to unpack their functional signifi cance. 
For present purposes, we merely note refl ec-
tive judgments of other people’s emotions more 
commonly recruited extrastriate and medial 
occipital cortices, which is consistent with the 
fact that these tasks involved explicit attention 
to people, mostly in visual scenes. In addition, 
whereas self-related judgments more commonly 
recruited inferior frontal regions, other-related 
judgments more oft en recruited lateral orbitof-
rontal regions. Given that both of these regions 
are associated with response selection and 
response in addition, and that their precise com-
putational roles remain a hot topic of debate, it 
is not yet clear what this result might mean. 

 Overall, however, the most striking feature of 
these plots is the commonality of activity regard-
less of the target of perception. Importantly, this 
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study in which participants saw emotional or 
neutral pictures and then rated their aff ect for the 
subsequent 20 seconds aft er the pictures disap-
peared. Aft er viewing negative pictures, subjects 
commonly reported feeling sustained emotion 
aft er the picture itself was gone. Although time-
courses of amygdala activity tracked with the 
presence of negative pictures, lateral OFC activ-
ity tracked participants’ sustained self-reported 
emotional response (Garrett & Maddock,   2006  ). 
In this study, OFC refl ects the personal experi-
ence and generation of an emotional response 
to a stimulus. Interestingly, antisocial and psy-
chopathic patients, as well as patients with orb-
itofrontal and vmPFC damage, show blunted 
autonomic reactions to expected stressors 
(Bechara, Tranel, Damasio, & Damasio,   1996  ; 
Raine, Lencz, Bihrle, LaCasse, & Colletti,   2000  ), 
as well as in anticipation of unpredictable stres-
sors (Roberts et al.,   2004  ). Th is suggests that they 
may be unable to generate context-appropriate 
aff ective responses. 

 Now consider the results of other studies 
suggesting that aff ective representations in OFC 
may help us understand the emotions generated 
in other people. OFC patients don’t understand 
social faux pas (Stone, Cosmides, Tooby, Kroll, 
& Knight,   2002  ) and also fail to experience nor-
mal levels of self-conscious emotion in social 
interactions that would engender either pride 
or embarrassment in healthy individuals (Beer, 
Heerey, Keltner, Scabini, & Knight,   2003  ). Self-
conscious emotions like these are important in 
social interactions because they tell us when our 
own behavior has had intended (pride) or unin-
tended (embarrassment) consequences for oth-
ers. To the extent that damage to OFC renders 
us unable to experience these emotions nor-
mally, we may make become inappropriately 
boastful, forward, or rude. 

     Summary     Comparisons of patterns of neu-
ral activity associated with a refl ective mode of 
processing for self and other showed much more 
overlap and fewer diff erences than did the same 
comparison for the direct mode of processing. 
Th is suggests that when making explicit judg-
ments about people, perceivers tap into a com-
mon set of cognitive and aff ective processes 

cognitive, but not aff ective, states could suggest 
that cognitive inferences depend to a greater 
extent on the mental manipulation of informa-
tion about stimuli in the external world. Th is 
could especially be the case given that oft en 
(as in a false belief task), cognitive inferences 
require participants to keep two disparate men-
tal states (their own and their target’s) in mind, 
as well as overriding the prepotent desire to 
impose their own mental states and knowledge 
on a target. Th eory of mind critically relies on 
executive function—and especially on inhibi-
tory control—and the two develop in paral-
lel (Carlson & Moses,   2001  ). When our own 
perspectives and someone else’s diff er (i.e., we 
have knowledge that a target does not), making 
accurate judgments about their state requires us 
to adjust from our own state, a process that is 
attentionally demanding. Activation of FEF and 
TPJ during mental state inference may refl ect 
the unique attentional demands of keeping 
multiple mental states in mind simultaneously. 

 Engagement of OFC and related ventral 
mPFC regions when drawing aff ective inferences 
could be related to the role these regions play in 
representing the motivational value of stimuli. 
Single-unit recording, lesion, and functional 
imaging studies of conditioning and reinforce-
ment learning have long implicated OFC and 
ventromedial PFC in representing the current 
motivational or aff ective value of stimuli as it 
changes over time as a function of one’s current 
goals (Barrett et al.,   2007  ; Rolls,   2004  ). OFC also 
shares strong connections with the hypothala-
mus, which projects to brain-stem nuclei con-
trolling autonomic outfl ow, and its activity has 
been shown to co-vary with skin conductance 
responses (cf. Nagai, Critchley, Featherstone, 
Fenwick et al.,   2004  ). By contrast, the amygdala 
has been thought to encode relatively enduring, 
context-free and stimulus-driven associations 
between perceptual cues and physiological 
responses (Schoenbaum, Chiba, & Gallagher, 
  1999  ). Th e OFC could therefore play an impor-
tant role in representing either one’s own or 
another person’s current aff ective state. 

 Th is hypothesis could explain the role of OFC 
in the perception of emotion in self and other. 
Consider, for example, the results of a recent 
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 Not coincidentally, this question is also the 
subject of a longstanding debate in social psy-
chology. Daniel Batson and colleagues have 
argued that we help others because of a selfl ess 
 empathic concern  we feel for them. For example, 
in a series of studies, Batson asked participants 
to decide whether they would like to perform a 
fun task with the potential of earning money or 
a boring task for which they would not get paid. 
Whichever task they did not choose would be 
given to another person whom the participant 
would not meet. An experimenter gave each 
participant a coin to fl ip in case they wanted 
to make a “fair” choice. Before deciding, sub-
jects were either  (1)  not given instructions,  (2)  
told to imagine themselves in the other person’s 
situation, or  (3)  told to think of the other per-
son’s feelings while they made their decision. 
Th inking of oneself in someone else’s situation 
caused participants to fl ip the coin more but not 
to assign the other person to the more desir-
able task, whereas thinking of the other person’s 
emotions at the time caused most participants 
to take on the more boring task for themselves 
(Batson et al.,   2003  ). Th ese results and others 
support Batson’s view that perspective taking 
and emotional empathy are at the root of proso-
cial behavior towards others (Batson et al.,   1991  ; 
Batson et al.,   1988  ), including social out-groups 
toward whom we might otherwise fi nd threat-
ening (Batson et al.,   1997  ; see also Eisenberg & 
Miller,   1987  ). 

 Other researchers have disagreed, however, 
with Batson’s idea that prosocial behavior is 
impersonal or selfl ess in nature. Several stud-
ies have claimed that the eff ect of empathy on 
prosocial behavior is moderated (or replaced) by 
a sense of similarity—or overlap—between self 
and other. Th at is, we help people only because 
we feel connected to them in some way, and their 
suff ering causes us suff ering as well (Cialdini, 
Brown, Lewis, Luce, & Neuberg,   1997  ; Cialdini 
et al.,   1987  ). From this viewpoint, empathy may 
create a feeling of similarity between a partici-
pant and the person whose perspective they are 
taking (Davis, Conklin, Smith, & Luce,   1996  ). 
In the end, Cialdini and colleagues argue that 
it is only because of a desire to reduce our own 
suff ering that we choose to help others. For 

regardless of whether they are refl ecting about 
themselves or someone else. Perceivers direct 
their attention to salient cues, infer internal 
states, and also create corresponding autonomic 
and emotional states in themselves when trying 
to infer emotions in others and when inferring 
false beliefs may use inhibitory control to sepa-
rate their point of view from their target’s. 

        CONCLUSIONS AND FUTURE DIRECTIONS   

 Now that we have taken this whirlwind tour of 
the data on direct and refl ective modes of pro-
cessing for self and other targets, we can take 
a moment to recap where we’ve been and then 
revisit some questions we began with to see if 
we’re any closer to answering them than when 
we started. 

 Th e premise of this chapter was that we could 
gain insight into the processes mediating per-
ception of one’s own feelings and thoughts, or 
those of other people, by using data from func-
tional neuro-imaging studies. We felt that that 
common and distinct patterns of activity asso-
ciated with the mode of processing—refl ective 
or direct—and the target of perception—self or 
other—could be used to address this question. 
Our method was to perform a qualitative meta-
analysis of studies examining the perception 
of one’s own or other people’s aff ective states. 
Our results suggested two conclusions. First, 
when perceivers refl ect on the emotions of oth-
ers, they do so using mechanisms similar to 
those they use to process their own emotions. 
Second, in the absence of refl ective attention, 
overlapping but distinct processes are used to 
represent your own or other people’s aff ective 
states. 

 Do these data help us understand whether 
representational overlap between of our own 
emotions and those of others allow smooth nav-
igation of the social world, and whether it could 
stimulate prosocial behavior, as suggested in  I 
Heart Huckabees ? Th is question is important 
not just because it relates to the fanciful pre-
mise of a moderately successful existential fi lm 
but because the ability of neuroscience data to 
address it may provide a litmus test for our cur-
rent SCN models of social behavior. 
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the observer views herself: perspective taking 
causes observers to rate targets as more similar 
to themselves (Davis et al.,   1996  ) and to engage 
more overlapping neural activity when judging 
themselves and targets (Ames, Jenkins, Banaji, & 
Mitchell,   2008  ). 

 Applying our models of the brain bases of self 
and other perception to real-world dilemmas such 
as the motivations for prosocial behavior remains 
a speculative pursuit but one which we feel can 
nonetheless be fruitfully expanded through fur-
ther use of brain imaging data. Hopefully, this 
chapter has served to illustrate how such data can 
be used begin building theories of person per-
ception that link psychological processes to their 
neural bases. It remains for future work to take 
the next step and link this work directly to behav-
ior in prosocial contexts to determine whether the 
presence of “shared representations” truly medi-
ates one’s desire to help, or at least makes one feel 
like part of an existential blanket. 
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     "Th e visual appearance of a face … is 
immediately and obligatorily transformed 
into the representation of a person (with 
dispositions and intentions) before having 
access to consciousness.”—Leslie Brothers 
(1989),  Th e social brain: A project for integrating 
primate behavior and neuropsychology in a new 
domain,  Concepts in Neuroscience, 1: 27–51, 
p. 35. 

 “…Even the simple act which we describe as 
“seeing someone we know” is to some extent 
an intellectual process. We pack the physical 
outline of the person we see with all the notions 
we have already formed about him, and in 
the total picture of him which we compose in 
our minds those notions have certainly the 
principle place. In the end they come to fi ll out 
so completely the curve of his cheeks, they blend 
so harmoniously in the sound of his voice as if it 
were no more than a transparent envelope, that 
each time we see the face or hear the voice it is 
these notions which we recognize and to which 
we listen….”
—Marcel Proust,  In search of lost time    

 Face perception plays a fundamental and multi-
faceted role in social communication. We have 
proposed that face perception is mediated by a 
distributed neural system that includes numer-
ous brain regions, including face-selective 
regions in extrastriate visual cortex (the “core 
system”) and areas for other functions such as 
emotion, action understanding, and person 

knowledge (Haxby, Hoff man, & Gobbini,   2000  ). 
In this chapter, I focus on the aspects of this dis-
tributed system that are involved in recognition 
of familiar faces and the concomitant activation 
of associated person knowledge and emotion. 
Finally, I present an amplifi ed version of our 
model that explicitly incorporates the systems 
for familiar face recognition and for under-
standing facial gestures such as expression and 
eye gaze. 

 In humans and nonhuman primates, neu-
ro-imaging of the hemodynamic response 
to faces as compared to other categories of 
objects has consistently identifi ed areas that 
show a stronger response to faces (Sergent, 
Otha, & MacDonald,   1992  ; Clark, Keil, 
Maisog, Courtney, Ungerleider, & Haxby, 
  1996  ; Kanwisher, McDermott, & Chun, 1997; 
McCarthy, Puce, Gore, & Allison,   1997  ; Tsao et 
al., 2006). In humans the most prominent face-
selective area is in the lateral fusiform gyrus. 
Kanwisher et al. (1997) proposed that this area 
is a module specialized for face perception and 
named it the “Fusiform Face Area” (FFA). Th e 
existence of a module uniquely specialized for 
face perception is still a matter of controversy 
(Hanson, Matsuka, & Haxby,   2004  ; Hanson & 
Halchenko,   2007  ). In an ongoing debate, the 
principal alternative accounts are the “dis-
tributed object form topography” hypothesis 
(faces and diff erent categories of objects are 
represented by distributed and overlapping 

                    CHAPTER 3 
Distributed Process for Retrieval of 
Person Knowledge      

   Maria Ida     Gobbini     
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was inspired by the cognitive model proposed 
by Bruce and Young (  1986  ). In this model we 
suggested that face perception is mediated by 
spatially distributed processes across multiple 
regions. We divided the face-responsive regions 
into two systems: the “core system” and the 
“extended system.” Th e “core system” consists 
of the FFA, OFA, and pSTS and is involved in 
encoding the visual appearance of a face. Th e 
FFA and the pSTS mediate the encoding of 
two broad classes of visual information about 
the appearance of faces. Although the FFA is 
involved in the representation of the invariant 
features of faces, the pSTS is involved in encod-
ing dynamic features of faces (but  see also  Calder 
& Young,   2005  ). Th e areas of the “extended sys-
tem” are recruited in concert with the areas of 
the core system to process information con-
veyed by a face, such as biographical informa-
tion, direction of attention, and emotion.   

patterns of responses in the ventral temporal 
cortex; Haxby, Gobbini, Furey, Ishai, Schouten, 
& Pietrini,   2001  ), and the expert visual recog-
nition hypothesis (the stronger response in the 
FFA is driven by expertise and not by faces  per 
se ; Gauthier, Tarr, Anderson, Skudlarski, & 
Gore,   1999  ). 

 Beside the FFA, neuro-imaging experi-
ments have shown that other areas also 
respond signifi cantly more to faces as com-
pared to other objects, such as the inferior 
occipital gyri (OFA) and the posterior supe-
rior temporal sulcus (pSTS). Moreover, areas 
that are involved in cognitive functions other 
than face perception, such as emotion and 
social cognition, also respond signifi cantly to 
faces. 

 Our model for a distributed neural sys-
tem that mediates face perception in humans 
(Haxby, Hoff man, & Gobbini,   2000  ) (Fig.   3–1  ) 

Intraparietal Sulcus
Spatial attention 

Precuneus
Retrieval of LTM images 

Superior Temporal Gyrus
Auditory speech 

Emotion
Amygdala, Anterior Insula

Biographical knowledge 
Anterior Temporal

Superior Temporal Sulcus
Intentions of others 

Anterior Paracingulate
Theory of mind, personal attributes 

Extended System 
for Further Analysis 

Superior temporal sulcus (pSTS)

Fusiform gyrus (FFA)

Inferior occipital gyrus (OFA) 

Inferior Occipital Gyrus (OFA) 
Early perception of facial 
features 

Superior Temporal Sulcus (pSTS)
Face movement and changeable
aspects of faces (eye gaze, expression) 

Lateral Fusiform Gyrus (FFA)
Invariant aspects of faces for 
perception of unique identity 

   Fig. 3–1    Model of the distributed processing for face perception in humans. Th e core system (Inferior 
Occipital Gyrus, Fusiform Gyrus and Superior Temporal Sulcus) participates in the processing of 
perceptual characteristics of faces. Th e extended system is shared with other cognitive functions 
other than face perception and participates in extracting the meaning that a face can convey (Haxby, 
Hoff man, & Gobbini,   2000  ).   
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diff erent types of familiar faces were character-
ized by diff erent types of social and emotional 
attachment. Second, diff erent experiments 
have used diff erent tasks that placed diff erent 
demands on attention. Recognition of a familiar 
individual extends beyond the visual represen-
tation of that person’s face, and, therefore, the 
fusiform gyrus may be infl uenced by top-down 
modulation from areas of the extended system 
(Gobbini & Haxby,   2007  ). Research in social 
psychology has provided evidence for the spon-
taneous activation of traits and attitudes associ-
ated with perceived individuals (Bargh, Chen, 
& Burrows   1996  ; Greenwald & Banaji   1995  ; 
Todorov & Uleman   2002  ; Todorov, Gobbini, 
Evans, & Haxby,   2007  ). Furthermore, the rep-
resentation of signifi cant others is richer in 
thoughts, feelings, and emotions as compared 
to the representation of nonsignifi cant others 
(Andersen & Cole,   1990  ; Andersen Glassman & 
Gold,   1998  ). As someone becomes more famil-
iar, the inferences made about that individual 
are related more to “psychological mediating 
variables” (such as goals and beliefs) and less 
to broad uncontextualized traits (for example, 
“aggressive” or “friendly”) (Idson & Mischel, 
  2001  ). 

 To further investigate the neural representa-
tion of familiar faces, we designed three fMRI 
experiments. In all of these experiments, dif-
ferent groups of participants performed the 
same type of task: “one back repetition detec-
tion” based on identity (“Is this person the same 
as the one shown in the previous picture?”). 
Consecutive pictures of the same person were 
always diff erent images. Th e task was based on 
the perceptual characteristics of the faces and 
did not demand person evaluation or knowl-
edge retrieval. Th e purpose of the task was to 
induce equal attention to all the stimuli without 
explicit retrieval of information about the per-
son. Hence, any eff ect of familiarity on the neu-
ral responses to faces most likely refl ected the 
spontaneous retrieval of person knowledge. 

 In this chapter, I summarize the fi ndings of 
these three fMRI experiments and discuss them 
in relation to relevant literature. I propose that 
recognition of familiar individuals is the result 
of a spatially distributed process that involves 

 Most of the research that will be reviewed 
in this chapter involves studies of face percep-
tion with functional neuro-imaging, especially 
fMRI, a noninvasive technique that gives an 
indirect measure of neural activity as refl ected 
in hemodynamic changes evoked by that 
activity. 

     REPRESENTATION OF FAMILIAR FACES   

 Ready access to information about familiar 
individuals when we encounter them is neces-
sary for eff ective social exchanges. Recognition 
of familiar faces, therefore, begins with recog-
nizing the individual based on the appearance 
but also must include retrieval of personal 
information and emotional responses. 

 Previous neuro-imaging research on famil-
iar face recognition has focused mostly on the 
fusiform gyrus and anterior temporal regions. 
Th e modulation of responses to faces in the 
fusiform gyrus based on familiarity has been 
inconsistent across studies (Gorno-Tempini et 
al.   1998  ; Dubois et al.   1999  ; Henson, Shallice, 
& Dolan,   2000  ; Leveroni, Seidenberg, Mayer, 
Mead, Binder, & Rao,   2000  ; Nakamura 
et al.,   2000  ; Rossion, Schiltz, Robaye, Pirenne, 
& Crommelinck,   2001  ; Gobbini, Leibenluft , 
Santiago, & Haxby,   2004  ; Leibenluft , Gobbini, 
Harrison, & Haxby,   2004  ; Rotshtein, Henson, 
Treves, Driver, & Dolan,   2005  ). Th e anterior 
temporal cortex, by contrast, has shown stron-
ger activation for a variety of familiar as com-
pared to unfamiliar stimuli, such as names 
(Gorno Tempini et al.,   1998  ), familiar landscapes 
(Nakamura et al., 1998), and faces (Sergent, 
Ohta, & MacDonald,   1992  ; Gorno Tempini et 
al.,   1998  ; Leveroni et al.,   2000  ; Rotshtein et al., 
  2005  ), suggesting that this region plays a role in 
the retrieval of biographical or autobiographi-
cal information. 

 Th e lack of consistent results in the response 
to faces in the fusiform gyrus could result from 
several reasons. First, diff erent experiments have 
used diff erent types of familiar faces. In some 
cases, the familiar faces were famous familiar 
faces, in other cases faces of acquaintances, 
and in other cases faces that became famil-
iar through experimental training. Hence, the 
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the fi rst fMRI experiment we compared the 
neural response to personally familiar faces 
(faces of relatives and friends) versus the neural 
response to faces that are familiar because of 
the media (politicians, actors, singers, athletes) 
versus the neural response to strangers ( see  
Gobbini et al.,   2004  , for more details). In the 
second fMRI experiment, we recruited moth-
ers and measured neural responses while they 
viewed pictures of their own child, familiar but 
unrelated children, and unfamiliar children 
( see  Leibenluft  et al.,   2004  , for more details). In 
the third fMRI experiment, we induced visual 
familiarity experimentally (through a behav-
ioral training prior to the imaging session) 
for a set of faces chosen randomly from a pool 
of novel faces and then recorded the neural 
responses to the visually familiar faces versus 
novel faces. During the behavioral training ses-
sion, visual familiarity was induced by asking 
the participants to perform a delayed matching 
task that consisted of viewing an isolated fea-
ture and then assigning this feature to one of 
three target faces ( see  Gobbini & Haxby,   2006  , 
for more details). 

 Th e results of these experiments demon-
strated modulation of activity by familiarity 
in a distributed set of areas, including regions 
that have been associated with “theory of mind” 
(ToM) tasks, with retrieval of episodic memory, 
and with emotional response, as well as in 
extrastriate visual cortex in the fusiform gyrus. 

     RETRIEVAL OF PERSON KNOWLEDGE   

 We found modulation of the hemodynamic 
response to familiar faces based on the type of 
familiarity in the anterior paracingulate cortex 
(APC), the temporoparietal junction (TPJ), and 
in the posterior cingulate/precuneus (PCC/PC) 
(Fig.   3–2  ). Familiarity modulated activity in the 
APC, TPJ, and the PCC/PC, with a stronger 
response to personally familiar faces as com-
pared to faces of famous familiar individuals 
and to faces of strangers, a stronger response to 
the face of one’s own child as compared to the 
face of a familiar unrelated child, and a stron-
ger response to familiar children as compared 
to unfamiliar children.   

not only perceptual areas but also areas that are 
involved in cognitive and social functions other 
than visual perception. I highlight how visual 
familiarity, the spontaneous retrieval of person 
knowledge, and the emotional response are all 
integral components for recognition of familiar 
individuals. I also focus attention on diff erent 
aspects of person knowledge that are retrieved 
during recognition of familiar individuals. 
Person knowledge refers to many kinds of 
information about familiar individuals, includ-
ing personal traits, beliefs, goals, mental states, 
attitudes, and intentions, as well as more objec-
tive types of information such as biographical 
and episodic memories. I also highlight the role 
of emotional responses during recognition of 
familiar individuals, concentrating in particular 
on the modulation of activity in the amygdala 
and the insula. Th e diff erential hemodynamic 
response to familiar faces in those regions sup-
ports their role in social interactions and person 
recognition. Finally, I amplify our hypothesis 
about the role of the regions identifi ed in these 
experiments and propose a modifi ed version 
of our model of the distributed human neural 
system for face perception (Haxby, Hoff man, & 
Gobbini,   2000  ), concentrating on those brain 
regions that play a key role in the recognition of 
familiar faces (Gobbini & Haxby,   2007  ). 

     FMRI STUDIES ON FAMILIAR FACE 
RECOGNITION   

 Th e three fMRI experiments explored diff er-
ent aspects of face familiarity. In the fi rst two 
fMRI experiments, we investigated familiarity 
that accrues naturally with years of exposure 
and social interactions. Th e third fMRI exper-
iment was designed as a control for the fi rst two 
studies to isolate the role of visual familiarity 
from the role of person knowledge during face 
recognition. In this third experiment we inves-
tigated visual, experimentally induced familiar-
ity with no associated biographical or semantic 
information. 

 In the fi rst two fMRI experiments, we con-
trasted the hemodynamic response to diff er-
ent groups of familiar faces characterized by 
diff erent social and emotional attachment. In 
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information and imagery from long-term mem-
ory (Ishai, Ungerleider, & Haxby,   2000  ; Burgess, 
Maguire, Spiers, & O’Keefe,   2001  ). 

 In our fMRI experiment, we used an implicit 
task (described above) that did not require 
explicit identifi cation of the pictured individu-
als. Th e pattern of modulation of response by 
familiarity during performance of an implicit 
task suggests that person knowledge is retrieved 
spontaneously when we see someone we know. 

 In the third experiment, faces that were 
visually familiar but were not associated with 
person knowledge did not evoke stronger 
responses in the APC and TPJ. Notably, how-
ever, simple visual familiarity did evoke a 
stronger response in the PCC/PC as compared 
to novel faces (Fig.   3–3  ). Th e contrast between 
the results in this experiment as compared to 
those of the fi rst two experiments supports the 
hypothesis that the APC and TPJ encode aspects 
related to personal traits, intentions, and tran-
sient mental states (Allison, Puce, & McCarthy, 
  2000  ; Mitchell, Heatherton, & Macrae,   2002  ; 
Amodio & Frith   2006  ; Heatherton, Wyland, 
Macrae, Demos, Denny, & Kelley,   2006  ), 
whereas the PCC/PC and the anterior tempo-
ral regions are involved in the retrieval of epi-
sodic memory (Burgess et al.,   2001  ; Fletcher, 
Frith, Baker, Shallice, Frackowiak, & Dolan, 

 Th e APC and the TPJ have been identifi ed as 
consistently activated in neuro-imaging experi-
ments exploring theory of mind, independently 
of the modality of input (Frith & Frith,   1999  ; 
McCabe, Houser, Ryan, Smith, & Trouard,   2001  ; 
Castelli, Happe, Frith, & Frith,   2000  ; Gallagher, 
Happe, Brunswick, Fletcher, Frith, & Frith, 
  2000  ; Saxe & Kanwisher,   2003  ; Rilling, Sanfey, 
Aronson, Nystrom, & Cohen,   2004  ; Amodio & 
Frith   2006  ; Frith & Frith   2006  ; Gobbini, Koralek, 
Bryan, Montgomery, & Haxby,   2007  ). “Th eory 
of mind” refers to the capacity that allows one to 
explain and to predict someone else’s behavior 
based on one’s construal of that person’s mental 
states (Leslie,   1994  ; Frith & Frith,   1999  ). 

 Th e APC and the TPJ are activated during 
tasks that require mentalizing (ToM). We pro-
pose that activity in the ToM areas and the PCC/
PC is associated with the neural representation 
of information about familiar individuals such 
as personal traits, intentions, attitudes, transient 
mental states, and biographical information that 
is spontaneously retrieved in the act of recog-
nition. We have hypothesized that the PCC/PC 
also plays an important role during recognition 
of familiar individuals and in the acquisition 
of familiarity with faces. More generally, the 
PCC/PC plays a role in the retrieval of episodic 

(A)

(B)

   Fig. 3–2    Example of activation in the APC, the 
TPJ and in the PCC/PC for the contrast “person-
ally familiar faces versus famous familiar faces” 
(Gobbini et al.,   2004  )  (A)  and for the contrast 
“one’s own child versus familiar unrelated child” 
(Leibenluft  et al.,   2004  )  (B) . Th e more familiar 
faces evoked a stronger response in these areas that 
are associated with retrieval of person knowledge.   

   Fig. 3–3    Th e contrast “faces associated with 
experimentally induced visually familiarity ver-
sus novel faces” evoked a stronger response in 
the precuneus/posterior cingulate cortex but did 
not modulate the hemodynamic response in the 
theory of mind areas (Gobbini & Haxby,   2006  ).   
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referred to as the posterior superior temporal 
sulcus (pSTS). In a recent study with a meta-
analysis of earlier reports (Gobbini, Koralek, 
Bryan, Montgomery, & Haxby,   2007  ) we found 
that the region that is associated with ToM and 
person knowledge is in the more posterior and 
superior TPJ, as compared to the pSTS region 
that is associated more with the perception of 
biological motion and facial movement. Th is 
dissociation is consistent with the hypothesis of 
Saxe (  2006  ). 

 Th e spontaneous retrieval of information 
about personal traits, intentions, mental states, 
and attitudes of someone we know in the act of 
recognition prepares one to interact appropri-
ately and eff ectively with that person. 

     Episodic Memory   

 Th e PCC/PC is activated by a variety of familiar 
stimuli independently of the modality of input. 
For example, familiar faces, voices, and names, 
as compared to unfamiliar faces, voices, and 
names, evoke a stronger hemodynamic response 
in this region (Nakamura et al.   2001  ; Gorno 
Tempini et al.,   1998  ; Suguira, Shah, Zilles, & 
Fink, 2005). Tasks requiring long-term memory 
or imagery also activate this region (Ishai et al., 
2000; Burgess et al.,   2001  ). 

 Our fMRI experiments demonstrate that 
the PCC/PC responds more strongly to famil-
iar faces even in the absence of associated per-
son knowledge. Unlike the eff ect of familiarity 
in the APC and TPJ, however, simple visual 
familiarity also increased the response to faces 
in the PCC/PC (Fig.   3–3  ; Gobbini & Haxby, 
  2006  ), suggesting that this region plays a role 
in the acquisition of visual familiarity (Kosaka 
et al.,   2003  ). Because of the high number of 
repetitions of individual faces in the exper-
iment on simple visual familiarity, we could 
track the change in response to faces that were 
unfamiliar at the beginning of the fMRI ses-
sion but became visually familiar by virtue of 
simple repetition. We observed an increase of 
the response in the PCC/PC to the unfamil-
iar faces over the fi rst 20 repetitions (Fig.   3–4  ). 
Th ese fi ndings support the hypothesis of a key 
role of the PCC/PC in the acquisition of famil-
iarity with faces.   

  1995  ) and biographical information (Sergent et 
al.,   1992  ; Damasio, Grabowski, Tranel, Hichwa, 
& Damasio,   1996  ; Gorno Tempini et al.,   1998  ; 
Leveroni et al.,   2000  ; Nakamura et al.,   2000  ; 
Rotshtein et al.,   2005  ).   

    Role of Theory of Mind Areas in Retrieval 
of Person Knowledge   

 Neuro-imaging research indicates that the APC 
and TPJ play a key role in mediating the repre-
sentation of the personal attributes and men-
tal states of others. A wide variety of tasks that 
require interpreting and predicting someone 
else’s behavior activate both of these areas (Frith 
& Frith,   1999  ; Castelli et al.,   2000  ; Gallagher & 
Frith,   2003  ; Saxe & Kanwisher,   2003  ; Gobbini 
et al.,   2007  ). A stronger hemodynamic response 
has been recorded in these areas when subjects 
read stories or look at cartoons that require 
understanding that a character’s beliefs are 
false (Gallagher et al.,   2000  ; Saxe & Kanwisher, 
  2003  ; Gobbini et al.,   2007  ), when subjects view 
animations with geometrical fi gures interact-
ing in a way that implies specifi c mental states 
as compared to fi gures moving in random ways 
(Heider & Simmel animations) (Castelli et al., 
  2000  ; Martin & Weisberg, 2003; Gobbini et al., 
  2007  ), when subjects play competitive games 
against human partners as compared to a com-
puter (Gallagher et al.,   2000  ; McCabe et al., 
  2001  ; Rilling et al.,   2004  ), and when subjects 
make moral decisions that involve awareness 
of the direct consequences to a victim who is 
clearly represented as an individual (Greene, 
Sommerville, Nystrom, Darley, & Cohen,   2001  ). 

 Th e APC and TPJ play diff erent roles in rep-
resenting person knowledge. Th e APC cortex 
is more involved in encoding personal traits 
(Mitchell et al.,   2002  ; Heatherton et al.,   2006  ) 
and mental states of others (Calder et al.,   2002  ; 
Amodio & Frith,   2006  ; Frith & Frith,   2006  ), 
whereas the TPJ plays a more general role in 
social cognition that is related more to the repre-
sentation of other people’s intentions (Allison et 
al.,   2000  ; Hoff man & Haxby,   2000  ; Perrett et al., 
1985; Puce & Perrett,   2003  ; Winston, Strange, 
O’Doherty, & Dolan,   2002  ; Gobbini et al.,   2007  ). 
In earlier reports, including our own studies of 
face familiarity, the TPJ region has oft en been 
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experimental setting, is suffi  cient to induce a 
weaker response in the amygdala as compared 
to novel faces (Dubois et al.,   1999  ; Schwartz et 
al.,   2003  ; Gobbini & Haxby,   2006  ). Personally 
familiar faces as compared to famous famil-
iar faces and to faces of strangers also evoke 
a weaker response in the amygdala (Gobbini 
et al.,   2004  ; Leibenluft  et al.,   2004  ) (Fig.   3–5  ).   

 Functional imaging studies have shown 
that the amygdala is sensitive to emotionally 
relevant stimuli with both positive and nega-
tive valence (Breiter et al.,   1996  ; Canli, Sivers, 
Whitfi eld, Gotlib, & Gabrieli,   2002  ; Morris et 
al.,   1996  ; Zalla et al.,   2000  ). Studies of non-
human primates and case reports of patients 
with selective lesions of the amygdala suggest 
that this anatomical structure plays a role in 
social interactions. Mature macaque mon-
keys with bilateral amygdala lesions exhibit 
socially uninhibited behavior and a lack of fear 
for stimuli that represent a potential threat 
(Klüver & Bucy,   1938  ). Th ese fi ndings sug-
gest that the amygdala functions as a “social 
brake” and plays a role in producing a cautious 
attitude when approaching a new environ-
ment (Amaral,   2002  ). Patients with amygdala 
resection— especially if it involves the left  

 Lesion studies of the anterior temporal 
areas have demonstrated impairment in access-
ing semantic information about people (Ellis, 
Young, & Critchley,   1989  ; Damasio et al.,   1996  ). 
Several imaging experiments have also shown a 
consistently stronger neural response to familiar 
stimuli (faces, names, landscapes) in the anterior 
temporal regions, suggesting that these areas 
may be involved in representation of biographi-
cal or autobiographical information (Sergent et 
al.,   1992  ; Gorno Tempini et al.,   1998  ; Leveroni 
et al.,   2000  ; Nakamura et al.,   2000  ; Rotshtein 
et al.,   2005  ). 

 Th e stronger response for the more familiar 
faces recorded in PCC/PC and in the anterior 
temporal regions might indicate the involve-
ment of these areas in retrieval of episodic 
memories and biographical information associ-
ated with familiar individuals. 

      EMOTIONAL RESPONSE   

 Another key component for the recognition of 
familiar individuals is the emotional response 
we experience when seeing someone we know. 

 Simple visual familiarity with faces, even 
when the visual familiarity is induced in an 
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   Fig. 3–4    Adaptation of the response to faces in the precuneus over multiple repetitions. Repetition of 
novel faces (“Not Learned”) induced an increase in the hemodynamic response during the fi rst 20 pre-
sentations as compared to faces that were visually familiar (“Learned”) because of behavioral train-
ing. Subsequent repetitions induced a progressive decrease in the hemodynamic response with no 
signifi cant diff erence between the two categories. Other control stimuli used in the fMRI experiment 
included seldom-repeated novel faces (“Control Faces”: these were faces that were repeated only fi ve to 
six times during the entire experiment) and scrambled version of the faces (“Nonsense Pictures”) (for 
details on the experimental design and results,  see  Gobbini & Haxby,   2006  ).   
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(A) (B)

   Fig. 3–5    Example of activations in the amygdala. 
 (A)  Personally familiar faces evoked a weaker 
response as compared to the famous familiar 
faces (Gobbini et al.,   2004  ) but  (B)  the face of 
one’s own child evoked a stronger response as 
compared to the face of a familiar unrelated 
child (Leibenluft  et al.,   2004  ). Th e right side of 
the brain is on the left  side of each image (radio-
logical convention).   

 Although viewing familiar unrelated chil-
dren as compared to unfamiliar children 
induced a weaker response in the amygdala, 
consistent with the general eff ect of famil-
iarity, viewing the face of one’s own child 
evoked a stronger response in the amygdala 
(Leibenluft  et al.,   2004  ) (Fig.   3–5  ). Th e stron-
ger amygdala response when seeing one’s 
own child may refl ect both the strong positive 
emotional attachment and the vigilant protec-
tiveness of maternal feelings. Indeed, view-
ing the face of one’s own child also evoked a 
stronger response in the insula. Th e insula 
appears to be associated with stimuli that 
evoke strong visceral sensations. Th e insula 
responds more strongly when viewing the 
face of one’s beloved (Bartels & Zeki,   2000  ), or 
when viewing a loved one experiencing pain 
(Singer, Seymour, O’Doherty, Kaube, Dolan, & 
Frith,   2004  ), suggesting that the insula might 
play a role in mediating empathic reactions. 
Imitations of facial expressions also evoke a 
strong response in the insula (Carr, Iacoboni, 
Dubeau, Mazziotta, & Lenzi,   2003  ). Negatively 
valenced stimuli such as expressions of disgust 
(Calder, Lawrence, & Young,   2001  ; Phillips, 
Drevets, Rauch, & Lane,   2003  ) or being treated 
unfairly during negotiation games (Sanfey, 
Rilling, Aronson, Nystrom, & Cohen,   2003  ) 
also elicit activity in the insula. 

 Th e intense attachment and protectiveness 
that characterizes the maternal relationship is 
refl ected in increased activity in the amygdala 
and insula elicited by viewing the face of one’s 
child. 

     VISUAL FAMILIARITY   

 As described above, reports on the eff ect of 
familiarity in perceptual areas have not been 
consistent across diff erent neuro-imaging 
experiments. 

 Evoked potential studies have shown that 
modulation of the response by familiarity 
appears at a later latency than the fi rst face-
specifi c potentials. Whereas early face-specifi c 
evoked potentials are recorded in posterior 
temporal locations, the later potentials that 
are modulated by familiarity are recorded in 

amygdala—do not show enhanced perception 
for aversive stimuli (Anderson & Phelps,   2001  ). 
Furthermore, patients with bilateral amygdala 
lesions rate as trustworthy faces that normal 
subjects rate as unapproachable and untrust-
worthy (Adolphs, Tranel, & Damasio, 1998). 
In normal volunteers, perception of untrust-
worthy faces elicits activity in the amygdala 
during both explicit and implicit processing 
of faces (Winston et al.,   2002  ; Engell, Haxby, 
& Todorov,   2007  ). Th ese fi ndings support the 
hypothesis that the amygdala may be sensitive 
to unexpected or unfamiliar events with poten-
tial biological importance (Davis & Whalen, 
  2001  ) such as unfamiliar faces (Gobbini & 
Haxby,   2007  ). 

 Reduced amygdala activity was found in 
response to the most familiar faces (relatives 
and friends) as compared to famous familiar 
faces and to faces of strangers (Gobbini et al., 
  2004  ) (Fig.   3–5  ) and in the response to the face 
of a lover (Bartels & Zeki,   2000  ). Th e reduced 
activity of the amygdala in response to person-
ally familiar faces might refl ect a lower level of 
vigilance when encountering someone we know. 
Th e stronger response of the amygdala to faces 
of strangers could refl ect the role of this anatom-
ical structure in mediating a cautious and wary 
attitude when encountering someone new. 



UNDERSTANDING AND REPRESENTING OTHER PEOPLE48

that recognition of familiar individuals is the 
result of a distributed process involving multi-
ple areas comes also from neuropsychological 
studies of patients. Th ese studies demonstrate 
that the multiple components that participate 
in face recognition are dissociable and that the 
impairment of any one of these components can 
disrupt normal recognition. Classical examples 
are patients aff ected by prosopagnosia and 
Capgras’ syndrome. Prosopagnosia is a neuro-
logical disorder characterized by the inability 
to explicitly recognize the identity of a famil-
iar person based on visual appearance. Several 
lines of evidence, however, demonstrate that 
these patients can implicitly recognize famil-
iar faces (Bauer   1984  ,   1986  ; De Haan, Bauer, & 
Greve,   1992  ; Tranel & Damasio,   1985  ), as evi-
denced by normal augmentation of skin con-
ductance response to familiar as compared to 
unfamiliar faces. 

 By contrast, patients with Capgras’ syn-
drome are able to recognize the identity of a 
familiar face but they deny the “authenticity” of 
such a face. Th ese patients believe that familiar 
people, most frequently family members and 
friends, have been replaced by impostors, aliens, 
or robots (Capgras & Reboul-Lachaux,   1923  ; 
Ellis & Lewis,   2001  ; Hirstein & Ramachandran, 
  1997  ). Th ese fi ndings suggest that when visual 
recognition is accompanied by an altered emo-
tional response, recognition of a familiar indi-
vidual is not normal. 

     NEW MODEL FOR FACE RECOGNITION   

 Various models have been proposed for the 
cognitive and neural systems that mediate 
face recognition (Bauer,   1984  ; Bruce & Young, 
  1986  ; Ellis & Lewis,   2001  ; Haxby, Hoff man, & 
Gobbini,   2000  ). Based on the data from our 
fMRI experiments on recognition of famil-
iar faces, we recently proposed a functional 
model (Gobbini & Haxby,   2007  ), which is 
a modifi ed version of our previous model 
of the distributed human neural system for 
face perception (Haxby, Hoff man, & Gobbini 
  2000  ). Th e original model suggested that face 
processing is spatially distributed across sev-
eral cortical regions. Th e modifi ed version of 

frontal and parietal locations (Puce, Allison, 
Bentin, Gore, & McCarthy,   1998  ; Bentin, 
Deouell, & Soroker,   1999  ; Eimer   2000  ). 
Th erefore, the early response to faces may 
represent a rapid feed-forward process that 
does not carry information about familiarity. 
Recognition of familiar individuals may be 
achieved through the interactions from other 
face-responsive areas at a later latency (Puce 
et al.   1999  ). 

 In our fMRI research on familiar face rec-
ognition, we found a complex, nonmonotonic 
modulation of activity in face-selective regions 
of ventral temporal cortex. Famous familiar 
faces evoked a weaker response in the fusiform 
gyrus as compared to the faces of strangers, but 
personally familiar faces evoked an equivalent 
response as compared to faces of strangers and 
a stronger response as compared to the famous 
familiar faces (Gobbini et al.,   2004  ). Faces of 
familiar unrelated children evoked a weaker 
response than the faces of unfamiliar children, 
but the face of one’s own child evoked a stronger 
response than the face of a familiar unrelated 
child (Leibenluft  et al.,   2004  ). Faces that were 
visually familiar with no associated person 
knowledge evoked a weaker response than novel 
faces (Gobbini & Haxby,   2006  ). We propose that 
the areas we have identifi ed that encode person 
knowledge and participate in the emotional 
response to faces play a major role in modulating 
the response to familiar faces through feedback 
to the extrastriate cortex. Th us, the nonmono-
tonic modulation of response by familiarity in 
the fusiform gyrus may refl ect both a weaker 
early response to visually familiar faces caused 
by more rapid or effi  cient processing and stron-
ger later responses caused by top-down mod-
ulation associated with person knowledge and 
emotion. 

     DISSOCIATION OF THE EMOTIONAL 
RESPONSE AND VISUAL RECOGNITION   

 Recognition of familiar individuals entails rec-
ognition of the visual appearance, spontaneous 
retrieval of person knowledge, and an appropri-
ate emotional response. Th ese components are 
all essential for successful recognition. Evidence 
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face, based on aspects of facial structure that 
are invariant over facial movements. Th e pSTS, 
on the other hand, processes dynamic changes 
such as expression and eye gaze (Puce et al., 
  1998  ; Hoff man & Haxby,   2000  ; Winston et 
al.,   2004  ; Engell & Haxby,   2007  ). As part of 
the extended system, we listed areas that we 
propose participate in familiar face recogni-
tion. We further divided these areas into those 
that play a role in the representation of person 
knowledge and those that play a role in the 
emotional response to familiar faces. Th e APC 
and the TPJ participate in retrieval of personal 
traits, intentions, goals, and mental states of 
familiar individuals. Th e anterior temporal 
regions and the PCC/PC are involved with the 
representation of semantic information and 
episodic memory.   

the original model emphasizes the compo-
nents that are fundamental for the represen-
tation of familiar individuals—namely, the 
systems that participate in the visual analysis 
of a face, the representation of person knowl-
edge, and the emotional response to someone 
we know. Th e latest version of this model (Fig. 
  3–6  ) also includes neural systems that partici-
pate in processing perception of facial move-
ments (expression and gaze) by simulating the 
motor programs that produce such movements 
(Carr et al.,   2003  ; Grosbras & Paus, 1996; 
Montgomery & Haxby,   2008  ). As proposed 
in the original model, the areas that are face-
responsive are grouped in the core system and 
in the extended system. As part of the core 
system, the fusiform gyrus participates in rec-
ognition of the visual appearance of a familiar 

Visual appearance
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  Dynamic features of facial gesture

Inferior occipital & fusiform gyri
  Invariant features for identification

Person knowledge 

Anterior paracingulate
  Personal traits, attitudes, mental states 
Temporoparietal junction
  Intentions, mental states
Anterior temporal cortex
  Biographical knowledge
Precuneus/Posterior cingulate
  Episodic memories

Emotion

Amygdala

Insula

Striatum / reward system

Top-down modulatory feedback

Core System
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Motor simulation

Inferior parietal & frontal operculum
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IPS & Frontal Eye Fields
  Eye gaze

   Fig. 3–6    Model of the distributed processing for recognition of familiar faces. Th e core system deals 
with the encoding of the visual appearance of a face whereas the extended system extracts further 
information helpful in recognizing a known individual. In this model, particular emphasis has been 
put on the areas that participate in retrieval of person knowledge and in the emotional response to 
familiar faces (Gobbini & Haxby,   2007  ).   
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Knowledge Test.  Neuropsychologia  22, 
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 Bauer RM. (1986). Th e cognitive psychophysiol-
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face processing  (pp. 253–267). Dordrecht, Th e 
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Selective visual streaming in face recognition: 
evidence from developmental prosopagnosia. 
 Neuroreport  10, 823–827. 

 Breiter HC, Etcoff  NL, Whalen PJ, et al. (1996). 
Response and habituation of the human amyg-
dala during visual processing of facial expres-
sion.  Neuron  17, 875–887. 

 Bruce V, & Young A. (1986). Understanding face 
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 Burgess N, Maguire EA, Spiers HJ, & O’Keefe J. 
(2001). A temporoparietal and prefrontal net-
work for retrieving the spatial context of life-
like events.  Neuroimage  14, 439–453. 

 Calder AJ, Lawrence AD, & Young AW. (2001). 
Neuropsychology of fear and loathing.  Nat Rev 
Neurosci . 2, 352–363. 

 Calder AJ, Lawrence AD, Keane J, et al. 
(2002). Reading the mind from eye gaze. 
 Neuropsychologia  40, 1129–1138. 

 Among the areas that participate in the 
emotional response, the amygdala plays a key 
role in recognition of familiar individuals. Th is 
anatomical structure shows a complex modula-
tion based on the type of familiarity related to 
its possible role in mediating wary and vigilant 
reactions when encountering someone new and 
increased vigilance for one’s own children. Th e 
insula shows an increased response for certain 
faces with whom one has a particularly intense 
emotional relationship. 

     CONCLUSIONS   

 Recognition of a familiar individual activates a 
distributed network of brain regions related not 
only to that person’s visual appearance but also 
to knowledge about his or her personality traits, 
mental states, goals, and intentions, to episodic 
memories, and to one’s emotional response. 
Recognition of visual appearance, the sponta-
neous retrieval of social and personal informa-
tion, and the emotional response to someone we 
know are all necessary for successful and eff ec-
tive social interactions. 

 In this chapter, we have reviewed our data 
and relevant literature on recognition of familiar 
individuals and summarized the major fi ndings 
in a modifi ed version of a model of the distrib-
uted system for face perception in humans that 
highlights the areas that are spontaneously acti-
vated every time we meet someone we know. 
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     “We look at a person and immediately a certain 
impression of his character forms itself in us. A 
glance, a few spoken words are suffi  cient to tell us 
a story about a highly complex matter. We know 
that such impressions form with remarkable 
rapidity and with great ease. Subsequent 
observations may enrich or upset our view, but 
we can no more prevent its rapid growth than 
we can avoid perceiving a given visual object or 
hearing a melody” (Asch, 1948, p. 258).   

 Solomon Asch wrote these words 60 years 
ago. Since then, social psychologists have 
amassed evidence supporting his insights. 
People, indeed, are remarkably good at form-
ing impressions of other people. First, as Asch 
noted, these impressions are formed from min-
imal information. Th ey can originate in facial 
appearance (e.g., Bar, Neta, & Linz,   2006  ; Olson 
& Marshuetz,   2005  ; Willis & Todorov,   2006  ; 
Zebrowitz,   1999  ), “thin slices” of nonverbal 
behaviors (e.g., Albright, Kenny, & Malloy,   1988  ; 
Ambady, Hallahan, & Rosenthal,   1995  ; Ambady 
& Rosenthal,   1992  ), or behavioral information 
(e.g., Carlston & Skowronski,   1994  ; Todorov & 
Uleman,   2002  ,   2003  ,   2004  ; Uleman, Newman, 
& Moskowitz,   1996  ). Second, these impres-
sions are formed rapidly and effi  ciently (Bar et 
al.,   2006  ; Olson & Marshuetz,   2005  ; Willis & 
Todorov,   2006  ; Todorov, Pakrashi, & Oosterhof, 
  2009  ; Todorov & Uleman,   2003  ). For example, 
33-millisecond exposure to a face is suffi  cient 
for people to make a trustworthiness judgment 
(Todorov et al.,   2009  ). Th ird, these impressions 

are formed spontaneously and when cognitive 
resources are severely limited (Uleman, Blader, 
& Todorov,   2005  ). For example, even when 
people are engaged in a meaningless task of 
counting nouns while reading behavioral infor-
mation, they form person impressions (Todorov 
& Uleman,   2003  ). 

 We have not moved beyond the insights 
of Asch in any fundamental way, but we have 
moved closer to understanding the cognitive 
processes underlying impression formation and 
their neural basis. As the present book testi-
fi es, person perception questions are addressed 
by a variety of novel methods such as fMRI 
(Chapters   1   and   3  ), event-related potentials 
(ERPs; Chapter   6  ), and the study of patients 
with brain lesions (Chapter   11  ). 

 In this chapter, I focus on how people form 
person impressions from facial appearance. 
Faces are a particularly rich source of social 
information. People use dynamic changes in 
the face, such as expression of emotions, to 
understand the immediate meaning of the sit-
uation and invariant facial features to identify 
other people (Haxby, Hoff man, & Gobbini, 
  2000  ). Faces are also a rich source of person 
inferences, although the accuracy of these 
inferences is dubious (Hassin & Trope,   2000  ; 
Olivola & Todorov,   2010  ; Todorov,   2008  ). 
Nevertheless, such person inferences predict 
important social outcomes (Hamermesh & 
Biddle,   1994  ; Hassin & Trope,   2000  ; Langlois 
et al.,   2000  ; Montepare & Zebrowitz,   1998  ; 

                    CHAPTER 4 
Evaluating Faces on Social Dimensions      

   Alexander     Todorov     
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of Emotionally Neutral Faces, I review evidence 
for the involvement of the amygdala in valence 
evaluation of faces. Although people make rapid 
judgments from faces, they also change their 
minds in light of new person information. In 
section Beyond Facial Appearance: Impressions 
from Behaviors, I review evidence for the role of 
person knowledge in face perception, and in sec-
tion Conclusions and Outstanding Questions, 
I conclude with a sample of outstanding ques-
tions for research on face evaluation. 

     COGNITIVE NEUROSCIENCE RESEARCH ON 
FACE PERCEPTION   

 Although there is a large body of cognitive neu-
roscience research on face perception, almost 
all of the studies in this tradition focus either 
on recognition of faces (e.g., Haxby et al.,   1999  , 
  2001  ; Kanwisher et al.   1997  ; McCarthy et al., 
  1997  ) or recognition of expressions of emo-
tions (e.g., Adolphs,   2002  ,   2003  ; Calder et al., 
  2000  ,   2001  ; Phan et al.,   2002  ; Morris et al., 
  1996  ; Philips et al., 1997). Th is research has led 
to great advances in the understanding of face 
perception. For example, functional imaging 
studies have shown that whereas areas in the 
fusiform gyrus are more responsive to facial 
identity information (Haxby et al.,   1999  ,   2001  ; 
Kanwisher et al.   1997  ; McCarthy et al.,   1997  ), 
areas in the superior temporal sulcus (STS) 
are more responsive to expression information 
(Allison et al.,   2000  ; Hoff man & Haxby,   2000  ; 
Puce et al.,   1998  ). Building on existing cognitive 
models of face processing (e.g., Bruce & Young, 
  1986  ), single-cell recording, and functional 
imaging data, a model of the neural system 
underlying face perception has been developed 
to capture the diff erences between processing 
of facial identity and emotional expressions 
(Haxby et al.,   2000  ,   2002  ;  see also  Chapter   3  ). 

 According to this model, the major distinc-
tion in face processing is between invariant 
facial features and dynamic changes such as eye 
gaze and expressions. Whereas invariant facial 
features are critical for person recognition, 
dynamic facial changes communicate the men-
tal states of others. Th is model can account for 
observed dissociations between processing of 

Zebrowitz,   1999  ), ranging from electoral suc-
cess (Hall, Goren, Chaiken, & Todorov,   2009  ; 
Little, Burriss, Jones, & Roberts,   2007  ) to sen-
tencing decisions (Blair, Judd, & Chapleau, 
  2004  ; Eberhardt, Davies, Purdie-Vaughns, 
& Johnson, 2006 ;  Zebrowitz & McDonald, 
  1991  ). For example, inferences of competence 
from faces predict electoral success (Ballew & 
Todorov,   2007  ; Todorov, Mandisodza, Goren, 
& Hall,   2005  ) and inferences of dominance pre-
dict military rank attainment (Mazur, Mazur, 
& Keating,   1984  ; Mueller & Mazur,   1996  ). 

 Research on face evaluation or how people 
make personality inferences from facial appear-
ance is situated within the existing cognitive 
neuroscience models of face perception in the 
section Cognitive Neuroscience Research on 
Face Perception. In the sections A Dimensional 
Model of Evaluation of Emotionally Neutral 
Faces and Computer Modeling of Face 
Trustworthiness and Face Dominance, I out-
line a model of face evaluation on social dimen-
sions. According to this model (Oosterhof & 
Todorov,   2008  ), faces are evaluated on two pri-
mary, independent dimensions: valence and 
dominance. Evaluation on specifi c trait dimen-
sions can be derived from the combination of 
these two dimensions. Consistent with theories 
that posit that evaluation of emotionally neu-
tral faces is constructed from facial cues that 
have evolutionary signifi cance (Zebrowitz, 
  2004  ; Zebrowitz & Montepare,   2006  ,   2008  ; 
Zebrowitz et al., 2003), I argue that face eval-
uation is an overgeneralization of adaptive 
mechanisms for guiding appropriate social 
behavior. Specifi cally, valence evaluation of 
faces is based on facial cues resembling emo-
tional expressions signaling whether the person 
should be avoided or approached. Dominance 
evaluation is based on facial cues signaling the 
physical strength of the person. Functionally, 
these types of evaluation correspond to infer-
ences about harmful intentions and the ability 
to cause harm (cf., Fiske et al.,   2007  ). In section 
Emotion Overgeneralization Mechanisms, I 
present additional evidence for the hypothesis 
that evaluation of faces is an overgeneralization 
of perception of emotional expressions, and in 
section Th e Role of the Amygdala in Evaluation 
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Subsequent fMRI studies with normal indi-
viduals confi rmed the involvement of amyg-
dala in evaluation of faces on trustworthiness 
(Engell, Haxby, & Todorov,   2007  ; Said, Baron, 
& Todorov,   2009  ; Todorov, Baron, & Oosterhof, 
  2008  ; Winston, Strange, O’Doherty, & Dolan, 
  2002  ). But what do judgments of trustworthi-
ness measure? As argued by Engell et al. (  2007  ) 
and as I show below, the reason that the amyg-
dala responds to face trustworthiness is that 
trustworthiness judgments are a good approx-
imation of the general valence evaluation of 
faces (Todorov & Engell,   2008  ). 

     A DIMENSIONAL MODEL OF EVALUATION OF 
EMOTIONALLY NEUTRAL FACES   

 Although people engage in a variety of trait 
judgments from faces (e.g., Willis & Todorov, 
  2006  ), these judgments are highly correlated 
with each other. For example, for a set of stan-
dardized faces (Lundqvist et al.,   1998  ) used in 
our research, judgments of trustworthiness cor-
related 0.83 with judgments of emotional stabil-
ity, 0.75 with judgments of attractiveness, –0.76 
with judgments of aggressiveness, and 0.63 with 
judgments of intelligence. Given the high cor-
relations among judgments of diff erent traits, 
it is almost impossible to identify  (1)  neural 
correlates specifi c to a trait dimension and  (2)  
facial confi gurations that vary only along this 
dimension. For example, if the goal is to model 
the neural responses to faces as a function of 
multiple trait judgments, the high correlations 
among judgments introduce serious collinear-
ity problems. 

 Instead of working with specifi c trait 
dimensions, we have undertaken an approach 
of reducing judgments on multiple trait dimen-
sions to a few orthogonal dimensions that can 
account for these judgments (Oosterhof & 
Todorov,   2008  ; Todorov,   2008  ). In a data-driven 
approach, we fi rst identifi ed trait dimensions 
on which faces were spontaneously evaluated. 
Second, we collected judgments on these trait 
dimensions. Finally, we submitted these judg-
ments to a principal components analysis 
(PCA) to identify the underlying dimensions of 
face evaluation. 

facial identity and emotional expressions (but 
 see  Calder & Young,   2005  , for an alternative 
view). For example, there are prosopagnosics 
who, despite their inability to recognize faces, 
show normal perception of emotional expres-
sions (Bentin et al.,   2007  ; Damasio, Tranel, & 
Damasio,   1990  ; Duchaine, Parker, & Nakayama, 
  2003  ; Humphreys, Avidan, & Behrmann,   2007  ; 
Tranel, Damasio, & Damasio,   1988  ). 

 However, it is not clear how person infer-
ences such as trustworthiness and competence 
fi t in this distinction. Although such infer-
ences are based on invariant facial features, 
expressions of emotions aff ect trait judgments 
(Knutson,   1996  ; Krumhuber et al.,   2007  ), and 
it is possible to observe dissociations between 
processing of facial identity and impression 
formation. For example, with Brad Duchaine, 
we studied four developmental prosopagnosics 
with severe impairments in both memory for 
and perception of facial identity (Todorov & 
Duchaine,   2008  ). Despite this impairment, their 
judgments of face trustworthiness across three 
diff erent face sets were within the normal range 
of control judgments, and the performance of 
two of the prosopagnosics was typical. Th is dis-
sociation suggests that diff erent mechanisms 
may underlie processing of facial identity and 
impression formation. 

 Because of the focus on recognition of faces 
and emotional expressions, there has been lit-
tle cognitive neuroscience research on how 
faces are evaluated on social dimensions. Social 
cognition research has also largely ignored this 
topic despite the evidence for the importance of 
such evaluations. As Macrae and his colleagues 
have noted: “Although the human face conveys 
a wealth of potential information, social-cogni-
tive research has focused almost exclusively on 
identifying the conditions under which cate-
gorical knowledge (i.e., stereotypes) is activated 
in response to available stimulus cues.” (Macrae 
et al.,   2005  , p. 686). 

 Th e one social dimension of face evaluation 
that has been studied is face trustworthiness. 
Adolphs, Tranel, and Damasio (  1998  ) showed 
that patients with bilateral amygdala damage 
show impaired discrimination between trust-
worthy- and untrustworthy-looking faces. 
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et al.,   2007  ; Wiggins,   1979  ; Wiggins et al.,   1989  ). 
For example, starting with a large set of traits 
describing interpersonal relationships, Wiggins 
and colleagues have shown that these traits can 
be represented within a two-dimensional space 
defi ned by affi  liation and dominance, dimen-
sions that are similar to the dimensions identi-
fi ed in our research. 

 Th e PCA also showed that the valence and 
dominance dimensions can be approximated 
by single trait judgments (Fig.   4–1  ). Specifi cally, 
judgments of trustworthiness had the highest 
loading (0.94) on the fi rst PC and were practi-
cally uncorrelated with the second PC (–0.06). 
Judgments of dominance had the highest load-
ing (0.93) on the second PC and the lowest 

 Th e fi rst principal component (PC) accounted 
for 63.3% of the variance of the mean trait judg-
ments. All positive judgments (e.g., attractive, 
responsible) had positive loadings and all neg-
ative judgments (e.g., aggressive) had negative 
loadings on this component, suggesting that it 
can be interpreted as valence evaluation (Kim 
& Rosenberg,   1980  ; Rosenberg et al.,   1968  ; cf. 
Osgood et al.,   1957  ). Th e second PC accounted 
for 18.3% of the variance. Judgments of domi-
nance, aggressiveness, and confi dence had the 
highest loading on this component, suggesting 
that it can be interpreted as dominance evalu-
ation. Th is two-dimensional structure of face 
evaluation is consistent with well-established 
dimensional models of social perception (Fiske 
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   Fig. 4–1    Scatter plots of trustworthiness and dominance judgments from emotionally neutral faces 
and the fi rst two principal components derived from a principal components analysis of judgments 
on 11 traits (other than trustworthiness and dominance) used to spontaneously characterize faces. 
Trustworthiness judgments and ( a ) the fi rst valence component, and ( b ) the second dominance com-
ponent. Dominance judgments and ( c ) the fi rst valence component, and ( d ) the second dominance 
component. Each point is a face. Th e judgments were measured on a 9-point scale, ranging from 1 (not 
at all [trustworthy or dominant]) to 9 (extremely [trustworthy or dominant]). Th e lines represent the 
best linear fi t.   
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respectively. Specifi cally, these vectors were 
based on the best linear fi t of the mean judg-
ments as a function of the 50 shape compo-
nents. Finally, to obtain an orthogonal solution 
(Fig.   4–2  ), we rotated the dominance vector to 
make it orthogonal to the trustworthiness vec-
tor (Oosterhof & Todorov,   2008  ).   

 To validate the computer models, fi rst, we 
randomly generated faces. Second, for each face 
we created several versions that varied along 
the respective dimensions and, then, asked par-
ticipants to rate the faces on these dimensions. 
Th ese studies showed that the models of trust-
worthiness and dominance successfully manip-
ulated trustworthiness and dominance of faces. 
Trustworthiness and dominance judgments 
of faces generated by the models tracked the 

loading on the fi rst PC (–0.24). Th is was the 
case even when the principal components were 
obtained from an analysis excluding these two 
judgments to avoid biasing the PCA solution. As 
shown in Figures   4–1a   and   4–1b  , trustworthi-
ness judgments were highly correlated with the 
fi rst PC but not with the second PC. In contrast, 
as shown in Figures   4–1c   and   4–1  d, dominance 
judgments were highly correlated with the sec-
ond PC but not with the fi rst PC. Additional 
analyses showed that the two-dimensional 
solution is robust with respect to the set of traits 
used to estimate the PCs and the face stimuli 
(Oosterhof & Todorov,   2008  ).   

     COMPUTER MODELING OF FACE 
TRUSTWORTHINESS AND FACE DOMINANCE   

 Given the fi ndings that judgments of trustworthi-
ness and dominance can be used as approxima-
tions of the underlying dimensions—valence and 
dominance—of face evaluation, we built com-
puter models for representing how faces vary on 
trustworthiness and dominance. To build trust-
worthiness and dominance dimensions, we used 
a data-driven statistical model of face represen-
tation, in which faces were represented as points 
in a multidimensional space (Blanz & Vetter, 
  1999  ,   2003  ; Singular Inversions,   2006  ). Th e input 
to this model was a database of faces that were 
laser-scanned in 3D. Th e shape of a 3D face was 
represented by the vertex positions (points in 3D 
Euclidian space) of a polygonal model of fi xed 
mesh topology. Finally, using PCA, the repre-
sentation of each face was reduced to a limited 
number of independent components. We worked 
with 50 dimensions (50 independent principal 
components) representing 3D face shape. 

 Using the face model, we randomly gener-
ated emotionally neutral faces. We used only 
White faces to avoid the infl uence of stereo-
types on trait judgments. We asked partici-
pants to judge these faces on trustworthiness 
and dominance and used the mean trustwor-
thiness and dominance judgments to fi nd vec-
tors (representing a weighted combination of 
the 50 principal components) in the 50-dimen-
sional face space whose direction was optimal 
in changing trustworthiness and dominance, 
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   Fig. 4–2    A two-dimensional model of face eval-
uation. Examples of a face with exaggerated 
features on the two orthogonal dimensions—
trustworthiness and dominance—of face evalua-
tion. Th e changes in features were implemented 
in a computer model based on trustworthiness 
and dominance judgments of 300 emotionally 
neutral faces. Th e threat dimension shown on 
the diagonal from the 4 th  to the 2 nd  quadrant was 
obtained by rotating the trustworthiness dimen-
sion 45° clockwise and the dominance dimension 
45° counterclockwise in the plane defi ned by the 
two dimensions. Th is threat dimension was prac-
tically identical to a dimension based on threat 
judgments of faces. Th e extent of face exaggera-
tion is presented in SD units.   
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discover the important features  a posteriori . By 
exaggerating the features specifi c to an eval-
uative dimension, we can identify the type of 
facial information used for this evaluation. For 
example, as shown in Figure   4–2  , whereas faces 
at the negative extreme of the trustworthiness 
dimension (–8 SD) were no longer neutral and 
looked angry, faces at the positive extreme (8 SD) 
looked happy. Whereas faces at the negative 
extreme of the dominance dimension (–8 SD) 
looked extremely feminine, faces at the positive 
extreme (8 SD) looked extremely masculine. 

 Subsequent experiments confi rmed that the 
two dimensions are sensitive to diff erent types 
of facial information. As in the model valida-
tion studies, we randomly generated faces and 
created extreme versions of the faces on the 
trustworthiness and dominance dimensions. 
First, in a study in which participants were 
asked to categorize these faces as neutral or as 
expressing one of the six basic emotions, par-
ticipants classifi ed extremely exaggerated faces 
in the negative direction on the trustworthi-
ness dimension (–8 SD,  see  Fig.   4–2  ) as angry 
and extremely exaggerated faces in the positive 
direction (4 and 8 SD) as happy. Although there 
were fewer emotion categorizations of faces that 
varied on the dominance dimension, partly 
because of the fact that we rotated this dimen-
sion to make it orthogonal to the trustwor-
thiness dimension, as the faces became more 
exaggerated in the dominance direction, they 
were more likely to be classifi ed as angry; and 
as the faces become exaggerated in the submis-
siveness direction, they were more likely to be 
classifi ed as fearful ( see  Supporting Information 
Table 7 in Oosterhof & Todorov,   2008  ). Th e 
original dominance dimension based on domi-
nance judgments was negatively correlated with 
the trustworthiness dimension and would have 
been even more sensitive to features resembling 
emotional expressions, although to a lesser 
extent than the trustworthiness dimension. 

 Second, in additional nine studies (fi ve of 
them reported in Oosterhof & Todorov,   2008  ), 
participants were asked to rate the faces on con-
tinuous scales on angry/ happy, baby-faced/ 
mature-faced, and feminine/masculine. We 
also manipulated the face information available 

trustworthiness and dominance predicted by 
the model, respectively. Interestingly, whereas 
dominance judgments of faces generated by the 
dominance dimension were related in a linear 
fashion to the face dominance, trustworthiness 
judgments of faces generated by the trustworthi-
ness dimension were related in a quadratic fash-
ion to face trustworthiness. Specifi cally, people 
were more sensitive to changes at the negative 
end than at the positive end of the trustworthi-
ness dimension. 

 Th e validation studies exemplify some of the 
advantages of using formal models of how faces 
vary on social dimensions (Todorov,   2008  ). 
First, these models can generate an unlimited 
number of faces that vary on the dimension of 
interest. Second, the variation of faces can be 
manipulated precisely (e.g., a face that is 3 SD 
above the center of the dimension vs. a face that 
is 3 SD below this center) and the range of dif-
ferences maximized to detect subtle eff ects. For 
example, previous studies have failed to fi nd 
that trait judgments are made aft er subliminal 
exposures to faces (Bar et al.,   2006  ; Todorov 
et al., Exp. 2,   2009  ). However, the stimuli may 
not have been suffi  ciently diff erent on the trait 
dimension of interest. We used faces gener-
ated by the trustworthiness dimension to test 
for subliminal eff ects. Untrustworthy (-3 SD) 
and trustworthy versions (3 SD) of faces were 
presented for 20 milliseconds and immediately 
masked by the neutral version of the faces (0 
SD). Trustworthiness judgments of the neutral 
faces were more negative when these faces were 
preceded by untrustworthy than by trustwor-
thy faces (Todorov et al., Exp. 3,   2009  ), although 
the recognition of the primes was at chance in 
a forced choice recognition task. Th ese fi nd-
ings suggest that people can extract informa-
tion for social judgments even when the faces 
are presented below their level of subjective 
awareness. 

 Th e third and probably most important 
advantage of computer models is that these 
models can be used as a discovery tool to iden-
tify the variations in facial cues that produce 
specifi c judgments. Although these models are 
holistic in the sense that they are not constrained 
by any set of facial features, they can be used to 
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was present in the internal features of the face, 
whereas most of the diagnostic information for 
the dominance dimension was present in the 
external (shape) features of the face.   

 In principle, the two-dimensional model 
can represent any social judgment from faces, 
as we have illustrated with judgments of threat 
(Oosterhof & Todorov,   2008  ). Th reat judgments 
are particularly important from a survival point 
of view (Bar et al.,   2006  ), and these judgments 
are highly correlated with both trustworthiness 
and dominance judgments. Th reatening faces 

for the judgments. In three of the studies, par-
ticipants rated the intact faces, in three studies, 
they rated the faces with their external features 
masked, and in three they rated the faces with 
their internal features masked. As shown in 
Figure   4–3  , these studies showed that whereas 
the trustworthiness dimension was more sen-
sitive to features resembling happy and angry 
expressions, the dominance dimension was 
more sensitive to features signaling physical 
strength. In particular, most of the diagnostic 
information for the trustworthiness dimension 
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   Fig. 4–3    Plots of changes in judgments of expressions of anger/happiness, femininity/masculinity, and 
facial maturity as a function of trustworthiness and dominance of faces. Expression judgments (1 st  row) 
were made on a 9-point scale, ranging from 1 (angry) to 5 (neutral) to 9 (happy). Femininity/masculin-
ity judgments (2 nd  row) were made on a 9-point scale, ranging from 1 (feminine) to 5 (neutral) to 9 (mas-
culine). Facial maturity judgments (3 rd  row) were made on a 9-point scale, ranging from 1 (baby-faced) 
to 5 (neutral) to 9 (mature-faced). Participants made judgments from intact faces (1 st  column), faces 
with masked external features (2 nd  column), and faces with masked internal features (3 rd  column). Error 
bars show standard error of the mean. Th e lines represent the best linear fi t. Th e  x -axis in the fi gures 
represents the extent of face exaggeration in SD units. Th e direction of the trustworthiness dimension 
was reversed for these fi gures to show that the slopes for the change from trustworthy to untrustworthy 
faces and the change from submissive to dominant faces were similar for facial maturity and feminin-
ity/masculinity judgments of intact faces and faces with masked external features.   



EVALUATING FACES ON SOCIAL DIMENSIONS 61

have shown that emotional expressions aff ect 
trait judgments from faces (Hess et al.,   2000  ; 
Knutson,   1996  ; Montepare & Dobish,   2003  ). For 
example, smiling faces are perceived as more 
trustworthy than neutral faces (Krumhuber et 
al.,   2007  ) and higher on affi  liation, an attrib-
ute similar to trustworthiness (Knutson,   1996  ; 
Montepare & Dobish,   2003  ). Moreover, judg-
ments of anger and happiness from emotionally 
neutral faces are correlated with judgments of 
trustworthiness (Todorov & Duchaine,   2008  ) 
and judgments of affi  liation (Montepare & 
Dobish,   2003  ). 

 To provide an extended replication of these 
fi ndings, we collected emotion judgments of 
the emotionally neutral faces for which we had 
already collected judgments on trait dimen-
sions ( see  section A Dimensional Model of 
Evaluation of Emotionally Neutral Faces). As 
shown in Figure   4–4a  , 55 of the 84 (14 trait × 
6 emotion judgments: anger, disgust, fear, sad-
ness, surprise, and happiness) correlations were 
signifi cant (Said, Sebe, & Todorov,   2009  ). For 
example, judgments of happiness were posi-
tively correlated with all positive trait judgments 
and negatively correlated with all negative judg-
ments. Th e pattern was reversed for judgments 
of anger. Th e valence component derived from 
the trait judgments was strongly correlated 
with judgments of happiness and anger, moder-
ately correlated with judgments of disgust, and 
weakly correlated with judgments of sadness 
(Fig.   4–4b  ). Faces that were evaluated positively 
were perceived as happier and more surprised 
but less angry, less disgusted, less fearful, and 
less sad. Th e dominance component was cor-
related with judgments of anger, surprise, sad-
ness, and fear (Fig.   4–4b  ). Dominant faces were 
perceived as angrier, less sad, less fearful, and 
less surprised than submissive faces.   

 Although these fi ndings are consistent with 
the emotion overgeneralization hypothesis, 
they are also consistent with the hypothesis 
that these correlations can be accounted for 
by common semantic properties of emotion 
and trait judgments rather than by perceptual 
similarity. For example, expectations about the 
relation between emotional states (e.g., smiling 
as an expression of happiness) and personality 

are both untrustworthy- and dominant-look-
ing. We built a threat dimension in the space 
defi ned by the trustworthiness and dominance 
dimensions by giving equal weights to these 
two dimensions (1 and –1 for dominance and 
trustworthiness, respectively; the diagonal in 
Fig.   4–2   from the 4 th  to the 2 nd  quadrant). Th is 
dimension was practically identical to a threat 
dimension based on threat judgments. 

     EMOTION OVERGENERALIZATION 
MECHANISMS   

 Th e computer modeling fi ndings suggest that 
trait judgments are constructed from cues that 
have evolutionary signifi cance (Zebrowitz, 
  2004  ; Zebrowitz & Montepare,   2006  ,   2008  ). 
Th e primary valence dimension of face evalu-
ation derives from cues resembling expressions 
of anger and happiness. As Fridlund (  1994  ) 
has argued, one of the functions of emotional 
expressions is to signal behavioral intentions. 
For example, whereas expressions of happiness 
signal to the perceiver that the person can be 
approached, expressions of anger signal that 
the person should be avoided, and there is evi-
dence that angry faces trigger automatic avoid-
ance responses (Adams et al.,   2006  ; Marsh et 
al.,   2005  ). Th us, consistent with social cogni-
tion research suggesting that the valence eval-
uation of stimuli is directly linked to approach/
avoidance behaviors (Chen & Bargh,   1999  ), the 
valence evaluation of faces may amount to an 
approach/avoidance decision. From an evolu-
tionary point of view, the costs of approaching 
an angry individual are greater than avoiding 
a happy individual, and this can explain the 
nonlinearity of trustworthiness judgments. As 
described above, these judgments were more 
sensitive to changes at the negative than at the 
positive end of the trustworthiness dimension. 
Similarly, threat judgments of faces generated 
by the threat dimension were more sensitive to 
changes at the threatening than the nonthreat-
ening end of the dimension. 

 Consistent with the emotion overgenerali-
zation hypothesis—namely, that similarity of 
facial features to emotional expressions is attrib-
uted to personality traits—previous studies 
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probabilities corresponding to each basic emo-
tion. Because we applied the classifi er to neutral 
faces, the output probabilities were very low. 
Nevertheless, these probabilities predicted trait 
judgments from the faces. 

 Th e pattern of correlations was similar to 
the pattern of correlations for emotion and 
trait judgments, although the correlations were 
weaker (27 of the 84 probabilities—trait judg-
ments correlations were signifi cant). Th e proba-
bility of classifying faces as happy was positively 
correlated with all positive trait judgments and 
negatively correlated with all negative judg-
ments. Th e probability of classifying faces as 
angry was positively correlated with judgments 
of aggressiveness, meanness, unhappiness, and 
dominance. Th e valence component was posi-
tively correlated with the classifi er probabili-
ties of happiness and negatively correlated with 
the probabilities of anger, disgust, and fear, 
although only the correlation for happiness 
reached signifi cance. Th e dominance compo-
nent was positively correlated with the classifi er 
probabilities of anger and negatively correlated 
with the probabilities of surprise and fear. 

 Although the methods used in Oosterhof 
and Todorov (  2008  ) and in Said et al. (  2009  ) dif-
fered in a number of ways, they converged on 
similar solutions. Faces with positive valence 

traits (e.g., sociable) may lead to strong asso-
ciations between emotion and trait judgments. 
Th is hypothesis is consistent with research on 
implicit personality theory that shows that peo-
ple hold assumptions about the relationships 
between various traits (Bruner & Tagiuri,   1954  ; 
Cronbach,   1955  ; Schneider,   1973  ). In fact, the 
dimensional structure of the emotion judgments 
was very similar to the dimensional structure of 
the trait judgments. Th e fi rst PC derived from a 
PCA of the emotion judgments was highly cor-
related with the valence component of the trait 
judgments and uncorrelated with the domi-
nance component. In contrast, the second PC 
of the emotion judgments was more strongly 
correlated with the dominance component than 
with the valence component. 

 To rule out the possibility that the relations 
between trait and emotion judgments can be 
accounted entirely for by semantic similarities, 
we used an emotion classifi er to categorize the 
emotionally neutral faces (Said et al.,   2009  ). 
Specifi cally, we used a Bayesian network clas-
sifi er to detect the subtle presence of features 
resembling emotions in the faces. Th e classi-
fi er accepts as input a feature vector contain-
ing the displacements between automatically 
chosen landmarks and the same landmarks of 
a prototypical neutral face and outputs a set of 
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untrustworthy) face. To the extent that trait 
judgments are an overgeneralization of cues 
resembling expressions, changes that are in 
the direction of the expressed emotion (e.g., 
untrustworthy-to-trustworthy and happiness) 
should amplify the intensity of the perceived 
emotion. In contrast, changes in the opposite 
direction (e.g., untrustworthy-to-trustworthy 
and anger) should dampen this intensity. As 
shown in Figure   4–5  , this is exactly what we 
found. For example, when a trustworthy face 
changed into an untrustworthy face, the same 
angry expression was perceived as angrier 
than when an untrustworthy face changed into 
another untrustworthy face or when there was 
no change in the identity of the face. Similarly, 
when an untrustworthy face changed into a 
trustworthy face, the same angry expression 
was perceived as less angry than when a trust-
worthy face changed into another trustworthy 
face or when there was no change in the identity 
of the face.   

 To test for similarities in the neural codes of 
perceived trustworthiness and expressions of 
anger and happiness, we used a behavioral adap-
tation paradigm (Engell, Todorov, & Haxby, in 
press). Th e adaptation paradigm has been used 
to investigate other dimensions of the neural 

(trustworthiness) were more likely to be classi-
fi ed as happy and less likely to be classifi ed as 
angry and disgusted than faces with negative 
valence. Highly dominant faces were more likely 
to be classifi ed as angry and less likely to be clas-
sifi ed as fearful than highly submissive faces. 

 To the extent that structural facial features 
signaling positive valence or trustworthiness 
are similar to expressions of anger and happi-
ness, it should also be possible to demonstrate 
that facial features aff ect the perception of 
emotional expressions. To test this hypothesis, 
based on prior trustworthiness judgments, we 
selected trustworthy and untrustworthy faces 
and created dynamic stimuli in which the faces 
expressed either happiness or anger (Oosterhof 
& Todorov,   2009  ). Although we added the same 
amount of emotional intensity to faces, trust-
worthy faces expressing happiness were per-
ceived as happier than untrustworthy faces. In 
contrast, untrustworthy faces expressing anger 
were perceived as angrier than trustworthy 
faces expressing the same emotion. 

 We also manipulated changes in trustwor-
thiness during the course of the animation. 
For example, in incongruent animations, an 
untrustworthy (or a trustworthy) face grad-
ually morphed into a trustworthy (or an 
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     THE ROLE OF THE AMYGDALA IN 
EVALUATION OF EMOTIONALLY NEUTRAL 
FACES   

 As noted earlier, the amygdala, a subcortical 
brain region critical for evaluation of novel 
stimuli, fear conditioning, and consolidation 
of emotional memories (Amaral,   2002  ; Davis 
& Whalen,   2001  ; Phelps & LeDoux,   2005  ; 
Vuilleumier,   2005  ), has been implicated in the 
evaluation of face trustworthiness (Adolphs et 
al.,   1998  ; Engell et al.,   2007  ; Todorov et al.,   2008  ; 
Winston et al.,   2002  ). Following the Adolphs 
et al. (  1998  ) fi ndings from patients with bilat-
eral amygdala damage, in an fMRI study with 
normal participants, Winston and colleagues 
showed that the amygdala’s response to faces 
increased as their subjectively perceived trust-
worthiness decreased (Winston et al.,   2002  ). 
Th is was the case independent of whether the 
evaluation task was explicit (judging the trust-
worthiness of faces) or implicit (judging the age 
of faces). 

 We replicated Winston et al.’s fi ndings, using 
a single implicit task to rule out the possibility 
that the performance on implicit evaluation 
trials was infl uenced by prior performance on 
explicit evaluation trials (Engell et al.,   2007  ). 
Participants were presented with a series of 
faces in an ostensibly memory task and asked 
aft er each block of 11 faces to indicate whether 
a test face was presented in the block. Although 
this task did not demand explicit evaluation of 
faces, as in Winston et al. (  2002  ), the amygdala 
response to faces increased as their trustworthi-
ness decreased. 

 We also tested whether the amygdala’s 
response to face trustworthiness was driven 
by structural properties of the face that sig-
naled untrustworthiness across observers or by 
idiosyncratic components of trustworthiness 
judgments. Th e amygdala’s response to faces 
was better predicted by consensus judgments 
of trustworthiness—aggregated across a large 
number of participants separate from the fMRI 
participants—than by the fMRI participants’ 
individual judgments. When the analysis con-
trolled for the shared variance of individual and 
consensus judgments, there was little residual 

representation of faces, including viewpoint 
invariance, gender, attractiveness, and expres-
sion (e.g., Fox & Barton,   2007  ; Jeff rey et al.,   2006  ; 
Rhodes et al., 2006; Webster et al.,   1999  ,   2004  ). 
Th e central tenet of this paradigm is that extended 
exposure to a stimulus dimension results in 
fatigue of the neural population that represents 
the stimulus. Th us, subsequent exposure to a 
stimulus along the same dimension should result 
in a perceptual shift  away from the adapting 
stimulus. For example, Webster and colleagues 
(  2004  ) showed that androgynous faces (i.e., faces 
that had an equal probability of being catego-
rized by participants as “male” or “female”) were 
seen as distinctly “male” aft er extended exposure 
to female faces and as distinctly “female” aft er 
extended exposure to male faces. 

 If trustworthiness evaluation is an overgen-
eralization of perceiving features resembling 
angry and happy facial expressions, then we 
should be able to infl uence this evaluation by 
fi rst adapting the neural populations that sup-
port the perception of those expressions. In the 
pre-adaptation stage of the experiment, partici-
pants rated the trustworthiness of faces. Aft er 
the pre-adaptation stage, participants were ran-
domly assigned to one of three adapting condi-
tions: passive viewing of angry, fearful, or happy 
expressions for 66 seconds. Aft er the adapta-
tion, participants rated the trustworthiness of 
faces again. Th e test faces were reduced in size 
to 80% of the size of the adapter faces to disrupt 
any low-level adaptation eff ects. As expected, 
adaptation to angry faces resulted in higher 
trustworthiness ratings, whereas adaptation to 
happy faces resulted in lower trustworthiness 
ratings. In the control condition of adaptation 
to fearful faces, trustworthiness ratings were 
not infl uenced. 

 To conclude, several lines of behavioral 
research provide convergent evidence that trait 
inferences from emotionally neutral faces are 
based on resemblance of facial features to emo-
tional expressions. In particular, the evidence 
suggests that the primary, valence dimension 
of face evaluation is derived from similarity of 
facial features to expressions of anger and hap-
piness, expressions that signal potential behav-
ioral intentions. 
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the faces. Consistent with this hypothesis and 
as shown in Figure   4–6  , the amygdala activa-
tion correlated negatively with all judgments 
on positive traits (e.g., caring, trustworthy, 
attractive) and positively with all judgments on 
negative traits (e.g., mean, weird). Th at is, across 
trait dimensions, the amygdala responded more 
strongly to faces that were evaluated nega-
tively. Although all trait judgments (except for 
dominance) correlated signifi cantly with the 
amygdala’s response, there was considerable 
variation in the magnitude of the correlations. 
According to the valence hypothesis, this varia-
tion should be predicted by the valence content 
of the specifi c judgments.   

 We used the valence component from 
the PCA of the trait judgments ( see  section A 
Dimensional Model of Evaluation of Emotionally 
Neutral Faces) as a measure of general valence 
evaluation. Th is valence component was corre-
lated with both the response in the right and left  
amygdala ( r  = –0.50 and –0.48, respectively,  p    
0.001, Fig.   4–6c   & 4–6d). For comparison, the 
amygdala’s response was uncorrelated with the 
dominance component ( r  = 0.06 and 0.07, for 
right and left  amygdala, respectively). 

 We used the variance accounted for by the 
valence component for each trait judgment as 
an estimate of the valence content of the trait 
dimension. For example, the valence compo-
nent accounted for 90% of the variance of trust-
worthiness judgments and 9% of the variance 
of dominance judgments. Th is variance was 
strongly correlated with the variance accounted 
for by each judgment in the amygdala’s response 
to faces ( r  = 0.90 and 0.79 for right and left  amyg-
dala, respectively,  p  < 0.001). Th e stronger the 
association of a trait judgment with the valence 
component, the stronger this judgment engaged 
the amygdala. Moreover, aft er controlling for 
the valence content of the trait judgments, there 
were no signifi cant relationships between any 
of the judgments and the amygdala’s response 
(Fig.   4–6b  ). 

 We found the same pattern of responses in 
face responsive regions in temporal and occip-
ital cortices—specifi cally in the right superior 
occipital gyrus, bilateral fusiform gyri, and the 
right middle temporal/occipital gyrus. In all 

variance accounted for by individual judgments 
in the amygdala. 

 In a subsequent study, we fi rst built a com-
puter model of face trustworthiness based on 
behavioral judgments (this work preceded 
Oosterhof & Todorov,   2008  ). Second, we gener-
ated novel faces based on this model. Th ird, we 
used these novel faces in an fMRI study, using 
the same implicit task as in Engell et al. (  2007  ). 
As in the previous studies, we found that the 
right amygdala’s response to faces increased 
as their trustworthiness decreased (Todorov et 
al.,   2008  ). However, we also found a nonlinear 
response in the left  amygdala so that extremely 
trustworthy faces evoked a stronger response 
than faces at the middle of the dimension. Th is 
fi nding is discussed at the end of the section. 

 Across three diff erent studies, the response 
to faces in the amygdala was linearly related to 
judgments of face trustworthiness. However, as 
described in section A Dimensional Model of 
Evaluation of Emotionally Neutral Faces, trust-
worthiness judgments are highly correlated 
with other social judgments and approximate 
the valence evaluation of emotionally neu-
tral faces (Fig.   4–1  ). Because we used the same 
set of faces in one of our prior fMRI studies 
(Engell et al.,   2007  ) as in the behavioral stud-
ies in which we collected trait judgments ( see  
section A Dimensional Model of Evaluation 
of Emotionally Neutral Faces), we were able 
to test the hypothesis that the amygdala is 
involved in general valence evaluation of emo-
tionally neutral faces rather than in evaluation 
of faces on specifi c trait dimensions (Todorov 
& Engell,   2008  ). According to this hypothesis, 
face variations on any social dimension (e.g., 
trustworthiness, attractiveness, aggressiveness) 
should engage the amygdala to the extent that 
this dimension has a valence content. In other 
words, variations on dimensions with clear 
valence connotations (e.g., trustworthiness and 
meanness) should engage the amygdala more 
strongly than variations on dimensions with less 
clear valence connotations (e.g., dominance). 

 To test the valence hypothesis, we derived 
the response to each of the faces in face respon-
sive voxels in the amygdala and then correlated 
this response with the mean trait evaluations of 
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in temporal and occipital cortices. Additional 
analyses have suggested that the response in 
these regions is modulated by the amygdala. 
Specifi cally, controlling for the amygdala’s 
response to faces, the relationship between the 
activation in these regions and face valence 
was no longer signifi cant. In contrast, the 

these regions, the response to faces was corre-
lated with their valence, and aft er controlling 
for the valence content of specifi c trait judg-
ments, there were no signifi cant relationships 
between judgments and brain activation. Th ese 
fi ndings suggest that the valence evaluation of 
faces recruits a network of perceptual regions 
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   Fig. 4–6    Th e relation between the amygdala’s response to emotionally neutral faces and variations of 
these faces on trait dimensions. A coronal brain slice showing face responsive voxels in bilateral amyg-
dala ( a ). An intensity color plot showing correlations between the response in left  and right amygdalae 
to faces and trait judgments of these faces ( b ). Th e fi rst two columns show zero-order correlations and 
the fourth and fi ft h columns show partial correlations controlling for the valence content of the judg-
ments. Th e third column shows the correlations between trait judgments and a valence component 
derived from a principal components analysis of the judgments. Th e traits are ordered according to 
their correlations with the valence component ( see  the section A Dimensional Model of Evaluation of 
Emotionally Neutral Faces). Scatter plots of the amygdala’s response to faces ( c  for right and  d  for left ) 
and their values on the valence component. Each point represents a face.   
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of face valence can be achieved with as few as 
fi ve diff erent social judgments (Oosterhof & 
Todorov,   2008  ). If, in fact, it is unfeasible to col-
lect multiple judgments, then it would be best 
to collect judgments of trustworthiness as an 
 approximation  of general valence evaluation. 

 As shown in Figure   4–6c   and   4–6  d, the 
response of the amygdala to face valence was 
linear. However, there have been three recent 
studies—two coming from our lab—reporting 
a nonlinear amygdala response to face trust-
worthiness (Said et al.,   2009  ; Todorov et al., 
  2008  ) and face attractiveness (Winston et al., 
  2007  ). Specifi cally, as noted for the left  amyg-
dala in one of our prior studies (Todorov et al., 
  2008  ), the activation was stronger to faces at the 
extremes of the dimensions than to faces at the 
middle of the dimension. 

 Th e nonlinear responses to face trustwor-
thiness are broadly consistent with the emo-
tion overgeneralization hypothesis (section 
Emotion Overgeneralization Mechanisms). As 
our modeling and behavioral fi ndings showed 
(sections on Computer Modeling of Face 
Trustworthiness and Face Dominance and 
Emotion Overgeneralization Mechanisms), 
variations on the dimension of trustworthi-
ness can be understood in terms of similarity to 
expressions of happiness on the positive extreme 
of the dimension and expressions of anger on the 
negative end. Given that a number of functional 
neuro-imaging studies have found a stronger 
amygdala response to happy than to neutral 
faces (e.g., Breiter et al.,   1996  ; Pessoa et al.,   2006  ; 
Winston, O’Doherty, & Dolan,   2003  ; Yang et al., 
  2002  ), it should be possible to observe a nonlin-
ear response to face trustworthiness with ele-
vated responses to both extremely trustworthy 
and untrustworthy faces. 

 Even if this is the case, one should be able 
to specify the conditions under which the 
amygdala’s response to face valence is linear and 
the conditions under which the response is non-
linear. Th ere are at least two hypotheses about 
these conditions. According to the fi rst hypoth-
esis, the nature of the evaluation—implicit 
versus explicit—may be critical. In contrast to 
the study by Engell et al. (  2007  ), participants 
in Said et al.’s study explicitly evaluated the 

relationship between the activation in the 
amygdala and face valence remained sig-
nifi cant aft er controlling for the activation in 
these regions. 

 Th ese fi ndings are consistent with the 
hypothesis that the amygdala amplifi es atten-
tion to emotionally salient stimuli in percep-
tual regions (Vuilleumier,   2005  ). Although 
such correlational fi ndings cannot be conclu-
sive for a causal infl uence of the amygdala on 
perceptual regions in temporal and occipital 
cortex, Vuilleumier et al. (2004) showed that 
whereas patients with hippocampal lesions 
show enhanced responses in regions in occip-
ital and inferotemporal cortex to emotionally 
salient but unattended stimuli, patients with 
amygdala lesions do not show such enhanced 
responses. Th ese regions included the same 
regions observed in our study. In addition, ana-
tomical evidence from tracing studies of the 
macaque brain shows that the projections from 
the amygdala to visual cortex are more extensive 
than those from visual cortex to the amygdala 
(Amaral et al.,   2003  ). Whereas the amygdala 
receives visual input only from temporal visual 
areas, it projects to multiple areas in both tem-
poral and occipital visual areas, including early 
visual areas. 

 Th e fi ndings suggest that the amygdala auto-
matically evaluates novel faces along a general 
valence dimension and that it modulates a face 
responsive network of regions in occipital and 
temporal cortices recruited for this evaluation. 
Th e extent to which the amygdala is engaged in 
tracking variations of faces on social dimen-
sions is a function of the valence content of these 
dimensions. Given the high correlation between 
trustworthiness judgments and valence evalua-
tion of faces (Fig.   4–1a  ), it is not surprising that 
previous studies have found that the amygdala 
is engaged in the evaluation of face trustworthi-
ness. However, in light of the current fi ndings, it 
would be misleading to describe the amygdala’s 
response to emotionally neutral faces as driven 
by their trustworthiness. In terms of practical 
implications, it would oft en be unfeasible to col-
lect multiple social judgments of faces to esti-
mate their valence evaluation, although some 
of our analyses suggest that a robust estimation 
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 As argued in section Emotion 
Overgeneralization Mechanisms, valence 
evaluation of faces may be in the service of 
approach/avoidance decisions. Th is is consis-
tent with fi ndings that macaque monkeys with 
bilateral amygdala lesions exhibit uninhibited 
approach behaviors during social interactions 
(Emery et al.,   2001  ) and with theories that 
posit that one of the primary functions of the 
amygdala is to provide continuous vigilance by 
evaluating objects and agents prior to interact-
ing with them (Amaral,   2002  ; Whalen,   1998  ). 
Evaluation processes in the amygdala may not 
only enhance attention and processing of stim-
uli in perceptual areas (Anderson & Phelps, 
  2001  ; Vuilleumier et al., 2004) but may also 
infl uence approach/avoidance decisions via 
interactions with orbital frontal cortex (Baxter 
et al.,   2000  ). 

     BEYOND FACIAL APPEARANCE: IMPRESSIONS 
FROM BEHAVIORS   

 Before the widespread use of fMRI to study the 
neural basis of social cognition, Leslie Brothers 
wrote that “the visual appearance of a face in 
social cognition is analogous to a stream of 
speech in linguistic processing: the face stimu-
lus is immediately and obligatorily transformed 
into the representation of a person (with dispo-
sitions and intentions) before having access to 
consciousness.” (Brothers,   1990  , p. 35). Th ese 
prescient insights are consistent with recent 
behavioral (Todorov & Uleman,   2004  ) and 
neuro-imaging studies (Chapter   3  ; Todorov, 
Gobbini, Evans, & Haxby,   2007  ). As Gobbini and 
her colleagues have shown, faces of signifi cant 
others activate a network of regions implicated 
in social cognition such as the medial prefron-
tal cortex (mPFC) and precuneus (Chapter   3  ; 
Gobbini & Haxby,   2007  ; Gobbini, Leibenluft , 
Santiago, & Haxby,   2004  ). 

 Th ese eff ects are based on prior person 
knowledge rather than on facial appearance. 
Th ere is a long tradition of research in social 
psychology showing that people form impres-
sions from observing the behaviors of other 
people (e.g., Gilbert & Malone,   1995  ; Jones 
& Davis,   1965  ; Trope,   1986  ; for a review,  see  

faces on trustworthiness, and this may have 
biased attention to extreme faces. In a recent 
study, Cunningham et al. (  2008  ) observed 
similar quadratic responses in the amygdala 
in a valence evaluation task of famous people. 
When participants focused on the positivity 
of the evaluation, the response was enhanced 
to positive stimuli; when they focused on the 
negativity, the response was enhanced to nega-
tive stimuli. 

 However, this hypothesis cannot account 
for all of the data. In Todorov et al. (  2008  ), the 
task was the same as the task used in Engell 
et al. According to the second hypothesis, the 
range of face valence used in a particular study 
may determine the nature of the amygdala’s 
response. For wider ranges of face valence, the 
response may be quadratic. For example, we 
compared the trustworthiness of the faces used 
in Todorov et al. (  2008  ) and the faces used in 
Engell et al. (  2007  ) in our computer model of 
face trustworthiness (Oosterhof & Todorov, 
  2008  ). Th e range of trustworthiness in the for-
mer study was from –3.26 to 2.64 in SD units, 
whereas the range in the latter study was from 
–1.79 to 1.53. Th e range for the faces used in 
Said et al.’s study, in which participants explic-
itly evaluated the faces, was from –2.71 to 1.37. 
Studies on attractiveness typically use extreme 
faces (O’Doherty et al.,   2003  ; Winston et al., 
  2007  ), and given the high correlation between 
attractiveness and face valence, this can lead 
to nonlinear responses in the amygdala as 
observed by Winston et al. (  2007  ). 

 Both of these hypotheses, as well as lin-
ear and nonlinear responses in the amygdala, 
are consistent with a common attentional 
mechanism according to which the amygdala 
biases attention toward stimuli that are of cur-
rent motivational signifi cance to the person 
(Cunningham et al.,   2008  ; LaBar et al.,   2001  ; 
Vuilleumier,   2005  ). Interestingly, early stud-
ies in social cognition showed that allocation 
of attention to social stimuli exhibits nonlin-
ear quadratic response to people as a function 
of their extremeness rather than their valence 
(Fiske,   1980  ), and more recent studies have 
shown that evaluative processes are context-
dependent (Ferguson & Bargh,   2004  ). 
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availability of cognitive resources;  (3)  is inde-
pendent of explicit goals to form impressions; 
and  (4)  subsequent eff ects on perception and 
judgments are independent of explicit memory 
for the behaviors (Todorov & Uleman,   2003  ). 

 Findings from studies of patients with brain 
lesions are consistent with the idea of robust 
person learning mechanisms (Johnson et al., 
  1985  ; Tranel & Damasio,   1993  ; Todorov & 
Olson,   2008  ). In a particularly striking case of 
brain damage, Tranel and Damasio described 
a patient (Boswell) with an extensive damage 
in the medial temporal lobe and orbitofrontal 
cortex. Boswell had dense amnesia, did not 
recognize the faces of caregivers, and did not 
even show increased galvanic skin response to 
familiar faces, an index of implicit face pro-
cessing. However, if consistently treated nicely 
by a caregiver, Boswell had a reliable prefer-
ence for her face in forced choice preference 
tasks. 

 Th is case is extreme, but research with 
Korsakoff  patients has also showed that they 
can acquire and preserve aff ective responses to 
people’s faces despite lack of explicit memory 
(Johnson et al.,   1985  ). Johnson et al. presented 
such patients with two pictures and described 
one of the people as bad (e.g., “… stole a car 
… robbed an old man who lived in the neigh-
borhood”) and the other as good (e.g., “ … 
joined the Navy … saved a fellow sailor”). Th e 
patients reliably preferred the good person 
despite lack of memory for the origin of these 
impressions. 

 Recently, in a conceptual replication of 
Johnson et al., we studied how inferences from 
facial appearance and behavioral descrip-
tions were integrated in person impressions 
(Todorov & Olson,   2008  ). Normal partici-
pants and three patients with amnesia caused 
by lesions in the hippocampus were presented 
with trustworthy- and untrustworthy-looking 
faces paired with trustworthy and untrustwor-
thy behaviors. Aft er the learning stage of the 
experiment, participants were asked to judge 
the faces on a number of trait dimensions. 
One of the patients with a localized lesion in 
the hippocampus showed excellent learning 
just as young and older control participants 

Gilbert,   1998  ). A number of studies on spon-
taneous trait inferences (STIs) from behaviors 
have demonstrated that such inferences are 
associated with the faces that accompanied 
the behaviors (Carlston & Skowronski,   1994  ; 
Carlston, Skowronski, & Sparks,   1995  ; Goren 
& Todorov,   2009  ; Todorov & Uleman,   2002  , 
  2003  ,   2004  ). Importantly, in our STI studies, we 
randomly assigned behaviors to faces to avoid 
eff ects of facial appearance on inferences and 
subsequent judgments. 

 To study whether rapidly acquired person 
knowledge aff ects the neural representation of 
faces, we conducted an fMRI study (Todorov 
et al.,   2007  ) modeled aft er our behavioral 
paradigm in which faces are presented with 
single behavioral descriptions for a few sec-
onds. In the fi rst stage of the study, partici-
pants familiarized themselves with the faces 
and behaviors. In the second stage, they were 
presented with the faces that were associated 
with behaviors intermixed with novel faces. 
Although the task was perceptual—deciding 
whether each face was the same as the preced-
ing one—and did not demand retrieval of per-
son knowledge, the rapidly acquired person 
knowledge modulated the response to faces in 
a number of brain regions. Specifi cally, faces 
that were associated with behaviors evoked 
a stronger response in the mPFC and the 
STS than novel faces. Moreover, the type of 
behaviors associated with the faces aff ected 
the response to the faces. For example, faces 
associated with disgusting behaviors evoked 
a stronger response in the anterior insula, a 
region implicated in the processing of disgust 
related stimuli (Calder et al.,   2000  ; Philips et 
al., 1997), than faces associated with aggres-
sive behaviors. Th ese fi ndings are consistent 
with Brothers’ hypothesis that person knowl-
edge is automatically retrieved in the process 
of face perception. 

 From an adaptive point of view, people 
should be able to rapidly learn about other 
people and overwrite initial impressions. Th e 
robustness of the learning process is demon-
strated by fi ndings that person learning  (1)  
occurs aft er minimal time exposure to faces 
and behaviors;  (2)  is relatively independent of 
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studies provide convergent evidence that evalu-
ation of emotionally neutral faces is rooted in 
adaptive mechanisms for inferring emotional 
states and corresponding behavioral inten-
tions (section Emotion Overgeneralization 
Mechanisms). Th e two-dimensional model 
provides a unifying framework for the study 
of face evaluation. In light of this framework, 
a re-analysis of functional neuro-imaging data 
from an implicit face evaluation paradigm has 
showed that the amygdala  (1)  is engaged in 
general valence evaluation rather than in spe-
cifi c trait evaluations of faces and  (2)  modulates 
the activity in perceptual areas in temporal 
and occipital cortices (section Th e Role of the 
Amygdala in Evaluation of Emotionally Neutral 
Faces). Finally, I reviewed initial evidence about 
how person representations are updated in 
light of new knowledge (section Beyond Facial 
Appearance: Impressions From Behaviors). 

 Although we have made progress in iden-
tifying some of the key phenomena in face 
evaluation and the key brain regions involved 
in this evaluation, there are a number of out-
standing questions. First, although people do 
agree in making judgments from facial appear-
ance, there are also individual diff erences in 
these judgments (Engell et al.,   2007  ; Hönekopp, 
  2006  ). Understanding these diff erences may be 
critical for understanding perceptual learning 
and top-down eff ects on social perception. Two 
likely sources of idiosyncratic contributions to 
judgments of novel faces are self-resemblance 
(e.g., DeBruine,   2002  ,   2005  ) and resemblance 
to faces of familiar people. Th is latter source 
is directly related to how person knowledge 
can aff ect evaluation of novel faces. At present, 
there are no compelling tests of this hypothesis. 
Similarly, we do not know what neural regions 
subserve idiosyncratic contributions to person 
judgments. To begin addressing these ques-
tions, we need statistical models that can esti-
mate consensus and idiosyncratic contributions 
to these judgments. 

 Second, the dimensional model of face evalu-
ation was designed as a general model of implicit 
face evaluation and may be most applicable to 
situations where no specifi c evaluative context 
is provided (e.g., Engell et al.,   2007  ). Specifi c 

did. Faces associated with positive behav-
iors were judged more positively than faces 
associated with negative behaviors, and this 
learning eff ect was stronger than the eff ect of 
facial appearance on judgments. Th e other two 
patients, whose lesions extended into the left  
amygdala and left  temporal pole, showed lit-
tle evidence of learning. At the same time, all 
patients showed eff ects of facial appearance on 
judgments similar to the eff ects observed for 
prosopagnosics (Todorov & Duchaine,   2008  ). 
Th ese fi ndings suggest that the hippocampus 
may not be necessary for forming of aff ective 
associations with faces. Other structures in the 
medial temporal lobe like the amygdala may 
be critical for this process (Somerville, Wig, 
Whalen, & Kelley,   2006  ). 

 Th e fi ndings show that learning can over-
write initial impressions based on facial appear-
ance. However, at present, we lack models 
specifying how person representations are 
dynamically updated in the brain. One of the 
most important tasks for future research is to 
specify models of how diff erent sources of per-
son information are integrated in coherent per-
son representations. 

     CONCLUSIONS AND OUTSTANDING 
QUESTIONS   

 People rapidly form impressions of other people 
based on minimal information. In this chapter, 
I focused on the processes underlying evalua-
tion of faces. Although people evaluate faces on 
multiple trait dimensions, these evaluations are 
highly correlated with each other. Findings from 
data-driven methods suggest that these evalua-
tions can be represented within a two-dimen-
sional space defi ned by valence and dominance 
evaluation of faces (section A Dimensional 
Model of Evaluation of Emotionally Neutral 
Faces). Computer modeling fi ndings suggest 
that whereas valence evaluation is based on 
facial cues resembling emotional expressions 
signaling approach/avoidance behavior, domi-
nance evaluation is based on cues signaling 
physical strength (section Computer Modeling 
of Face Trustworthiness and Face Dominance). 
Additional behavioral and computer modeling 
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between these regions based on both anatom-
ical evidence and causal modeling of their 
dynamic interactions. 

 Addressing all these questions will require 
well-defi ned behavioral models that constrain 
and guide research on the neural basis of social 
cognition. We have tried to follow this research 
strategy in our lab. 
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   Th e representation of others is a central prob-
lem that brings social neuroscience and cogni-
tive neuroscience together. Th e four reviews in 
this section by Gobbini; Jenkins and Mitchell; 
Todorov; and Zaki and Ochsner present an 
overview of the current state of our under-
standing for the neural systems that participate 
in the representation of others and highlight 
the major themes and issues that characterize 
this area of investigation. In this commentary, 
I would like to address why this particular prob-
lem is of great interest to both social and cogni-
tive neuroscientists. 

 Th e representation of others is a diffi  cult prob-
lem in terms of the inherent cognitive demands 
and the level of abstraction that investigators 
and theorists must deal with for developing good 
models. At a very young age, infants distinguish 
between two classes of entities in the world: 
objects and agents (Mandler,   1992  ). Objects 
move in response to external forces, whereas 
agents generate their actions. Object movement, 
therefore, mostly can be understood in terms of 
observable external forces. Understanding the 
behavior of agents, on the other hand, requires 
a representation of unobservable inner states 
that initiate, direct, and motivate that behav-
ior. Th ese unobservable inner states are inferred 
from the behavior of agents—a much more dif-
fi cult problem than understanding the physical 
interactions among objects. 

 Th e  social brain  appears to be organized 
for the representation of agents and the inner 

states of agents that underlie their behavior. Th e 
social brain hypothesis has two principle forms. 
Th e fi rst social brain hypothesis proposes that 
the human brain has evolved into its current 
form—in terms of size and functional organi-
zation—to handle the cognitive demands that 
are posed by living in large and complex social 
groups (Brothers,   1990  ; Dunbar,   1998  ). Under 
this hypothesis, the human brain is a social 
brain. Th e importance and sophistication of 
neural systems for cognitive tasks that are not 
necessarily social, such as tool use and abstract 
and analytic thought (e.g., logic and mathemat-
ics), are not overlooked, but the principal evo-
lutionary pressure is thought to be in the realm 
of social cognition. Th e second social brain 
hypothesis proposes that the human brain 
contains systems that are specialized for social 
cognition that are relatively independent of the 
systems for nonsocial cognition (e.g., Jenkins 
& Mitchell, this volume). Th ese two hypoth-
eses are not mutually exclusive, of course. Th e 
human brain may have become a social brain 
via the evolution of specialized neural systems 
for social cognition. Th is second hypothesis, 
however, provides a better framework for dis-
cussing the relations between neural systems 
for social cognition relative to neural systems 
for nonsocial cognition. In this commentary, 
I will refer to the social brain in terms of the 
second hypothesis—namely, as the parts of the 
human brain that play a major role in social 
cognition. 

                    CHAPTER 5 
Social Neuroscience and the Representation of 
Others:     Commentary      

   James V.     Haxby    
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supramodal (Pietrini et al.,   2004  ; Beauchamp 
et al.,   2004  ). 

 Th e second social brain system mediates 
the understanding of actions, including the 
activation of motor representations of per-
ceived actions and inferring the intentions and 
goals implied by perceived actions. Th e action 
understanding system is based on research on 
mirror neurons, which were discovered in the 
monkey by Rizzolatti and colleagues (Gallese 
et al.,   1996  ; Rizzolatti et al.,   2001  ). In the mon-
key, mirror neurons are defi ned as those that 
respond to both the perception and execution 
of specifi c actions. Th e specifi city to particular 
actions is an important criterion that demon-
strates that these cells don’t simply respond in a 
global way during perception and action. Work 
on the human mirror neuron system (hMNS) 
cannot use this criterion because it relies on 
characterizing the tuning function of individ-
ual cells. Consequently, the hMNS is defi ned 
as brain regions that are active during both the 
perception and execution of actions. Whereas 
mirror neurons have been detected only in pre-
motor and inferior parietal cortex in the mon-
key, investigations in humans detect hMNS like 
activity in the posterior STS as well. 

 Th e third social brain system mediates 
the representation of person knowledge. Th is 
domain includes the representation of the men-
tal states of others—theory of mind (ToM) 
(Frith & Frith,   1999  ,   2006  ; Saxe & Powell,   2006  ; 
Mitchell et al.,   2002  ) and the representation of 
the enduring traits of others (Mitchell et al., 
  2002  ; Jenkins & Mitchell, this volume; Gobbini 
& Haxby,   2007  ; Gobbini, this volume; Todorov, 
this volume). Th e principal components of the 
person knowledge system are the medial pre-
frontal cortex (MPFC) and the parietal-tem-
poral junction (TPJ). Anterior temporal cortex 
(ATC) and the posterior cingulate/precuneus 
(PCC/PC) are sometimes also implicated in this 
system, although they appear to play less central 
roles that are associated more with memory and 
biographical knowledge. 

 Th e fourth social brain system is more of a 
conglomerate of systems that mediate processing 
diff erent emotional states. Th e representation of 
others involves both the representation of others’ 

 Th e chapters by Gobbini, Jenkins and 
Mitchell, Todorov, and Zaki and Ochsner in this 
volume address diff erent issues in the neural rep-
resentation of others and the organization of the 
social brain. Jenkins and Mitchell address some 
key issues about the status of neural systems for 
social cognition relative to systems for nonso-
cial cognition. Th ey suggest that social cognition 
recruits brain regions that are distinct from those 
that mediate nonsocial cognition and that the 
representation of others involves functions that 
are fundamentally diff erent from those that are 
involved in nonsocial cognition. Th e chapters by 
Todorov and Gobbini address how face percep-
tion leads rapidly to access to person information. 
Th is information can be inferred from physical 
appearance (Todorov), can be based on trait infer-
ences from minimal behaviors (Todorov), or can 
be based on long-term familiarity (Gobbini). Th e 
chapter by Zaki and Ochsner attempts to intro-
duce diff erences between bottom-up automatic 
processes and top-down controlled processes in 
mentalizing, especially the eff ect of context. 

 What is the best way to describe the set of 
brain regions that are recruited for the repre-
sentation of others and how are they organized? 
I propose that the social brain can be under-
stood in terms of distributed, large-scale, par-
tially overlapping neural systems for diff erent 
aspects of social cognition. I would like to focus 
on four systems that play a major role in the rep-
resentation of others. I will refer to these sys-
tems as the agent perception system, the action 
understanding system, the person knowledge 
system, and the emotion processing system. 

 Th e fi rst social brain system mediates the 
perception of agent form and motion. In the 
visual domain, subsectors of the lateral occipital 
area (LO), the lateral part of the fusiform gyrus 
(FG), and the posterior superior temporal sul-
cus (pSTS) are the principal components of this 
system (Kanwisher et al.,   1997  ; McCarthy et al., 
  1997  ; Haxby et al.,   1999  ,   2000  ; Downing et al., 
  2001  , 2003; Grossman et al.,   2000  ; Grossman & 
Blake,   2002  ; Beauchamp et al.,   2003  ; Chao et al., 
  1999  ; Gobbini et al.,   2007  ). Although these areas 
are generally considered visual extrastriate cor-
tex, considerable evidence suggests that they 
mediate more abstract representations that are 
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has focused on face perception. Th e neural 
systems that mediate face perception were fi rst 
investigated by cognitive neuroscientists as an 
instance of high-level visual representation (e.g., 
Haxby et al.,   2000  ; Kanwisher & Yovel,   2006  ). 
Similarly, biological motion is intensely inves-
tigated by cognitive neuroscientists because it 
involves high-level representations of complex 
motion that are optimized because of biological 
relevance (Johanson, 1972; Bonda et al.,   1996  ; 
Grossman et al.,   2000  ; Grossman & Blake,   2002  ; 
Beauchamp et al., 2002,   2003  ). Th e neural sys-
tems for action understanding are of interest to 
cognitive neuroscientists because they represent 
integration of sensory and motor representations 
(Rizzolatti et al.,   2001  ) and control system theory 
(Wolpert et al.,   2003  ). Emotion infl uences cogni-
tion and vice versa, making understanding the 
emotion processing system essential for under-
standing basic cognitive processes like memory 
and attention (Vuilleumier,   2005  ; Dolcos, Bar, & 
Cabeza,   2004  ). Th ese two communities, cogni-
tive neuroscience and social neuroscience, are 
sometimes diffi  cult to distinguish on the topics 
where they intersect. 

 Th e emergence of social neuroscience as a 
fi eld, therefore, does not refl ect just the discov-
ery that social cognition has a special or separate 
status in the brain. Rather, it refl ects the reali-
zation that the human brain evolved to handle 
the diffi  cult cognitive problems that are posed 
by being a highly social animal. Primary among 
these is the problem of understanding the behav-
ior of agents. Both the cognitive neuroscience 
and the social neuroscience communities are 
passionately interested in understanding how 
neural systems that mediate the representation 
of agents—perception of agent form and motion, 
action understanding, person knowledge, and 
emotion—are organized and the processes and 
neural codes that are involved. 
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   Th e human ability to perceive faces is particu-
larly impressive when considered in the context 
of the many diff erent social inferences we per-
form, as well as the high degree of accuracy and 
relatively little eff ort with which they are typi-
cally made. Even very brief glimpses at a person’s 
face may allow us to gain information relevant 
to determining his or her emotional state, per-
sonality characteristics, and identity. Face per-
ception has also been recognized as supporting 
inferences about social category membership, 
with information about an individual’s race, 
gender, and age usually easily determined from 
his or her face. All of these inferences are inte-
gral to social perception, but it is the latter cate-
gory of inferences that are of particular interest 
in this chapter. Th is is not to say that determin-
ing whether someone is happy versus angry or 
telling the diff erence between Brad Pitt and your 
grandfather are unimportant, but the ability of 
even very brief exposures to individuals from 
certain social groups to activate negative stereo-
types and evaluations makes the processing of 
social category information from faces a partic-
ularly interesting topic of study. Moreover, these 
questions are increasingly being examined with 
neuroscience measures, allowing integration 
of new methods with extant fi ndings and the-
ories. Th e purpose of this chapter is, therefore, 
to review the line of research we have pursued 
using event-related brain potentials (ERPs) to 
study social perception, focusing particularly on 
the perception of race and gender cues. 

     USING ERPS TO STUDY SOCIAL 
PERCEPTION   

 ERPs are changes in electrical brain activ-
ity occurring in response to discrete events 
such as stimulus presentation or execution of 
a behavioral response. Th ey can be recorded 
noninvasively from the surface of the scalp and 
are thought to refl ect summated postsynaptic 
potentials from large sets of synchronously 
fi ring neurons in the cerebral cortex (Fabiani, 
Gratton, & Coles,   2000  ). Th e recorded elec-
trical waveform is a time by voltage function 
composed of a series of positive and nega-
tive defl ections.   1    Time-locked defl ections in 
the waveform are referred to as  components.  
Th e importance of ERPs to the study of psy-
chological processes derives from the asso-
ciation of individual ERP components with 
distinct information processing operations 
(Gehring, Gratton, Coles, & Donchin,   1992  ). 
Component amplitude is thought to refl ect 
the extent to which the associated psychologi-
cal operation has been engaged, and latency of 
the component’s peak is thought to refl ect the 
point in time by which the operation has been 
completed. 

 Several factors make ERPs attractive for 
the study of social perception. First, ERPs have 
been examined in response to a wide range of 

  CHAPTER 6 
Perceiving Social Category Information from Faces:     
Using ERPs to Study Person Perception      

   Tiff any A.     Ito    

   1    Polarity of the signal is determined by the polarity 
of the electrical potential at that scalp location at that 
point in time relative to the reference electrode(s).  
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processes related to stereotyping and prejudice. 
Finally, although ERPs have a lower spatial res-
olution than techniques such as fMRI and PET, 
the scalp distribution of observed activity can 
be used to obtain estimates of neuro-anatom-
ical location. 

 Based on these considerations, we have used 
ERPs to study several aspects of person percep-
tion. In this chapter, we review the research we 
have done to address three main issues: how 
social category information relevant to classify-
ing individuals into meaningful social groups is 
perceived, how this perception relates to implicit 
stereotyping and prejudice, and how social cat-
egory eff ects may be regulated. 

     SOCIAL CATEGORIZATION   

 It is generally assumed that social category infor-
mation is processed automatically, at least for 
certain dimensions such as race, gender, and age 
(Bodenhausen & Macrae,   1998  ; Brewer,   1988  ; 
Fiske & Neuberg,   1990  ). Although this assump-
tion has important implications for the impres-
sions we form about other people, past research 
has not always been able to examine it directly 
or to examine its more implicit aspects. Th is is 
because past studies either have typically relied 
on indirect information, using the fact that a 
stereotype has been activated or prejudice has 
been displayed as evidence that categorization 
has occurred (e.g., Macrae, Bodenhausen, Milne, 
Th orn, & Castelli,   1997  ), or have measured 
response latencies in making explicit categori-
zations (e.g., Stroessner,   1996  ; Zarate, Bonilla, 
& Luevano,   1995  ; Zarate & Smith,   1990  ). Th ese 
types of measures clearly provide information 
about aspects of social categorization, but assess-
ments of explicit categorization decisions or of 
other aspects of person perception, such as ste-
reotyping, may leave unaddressed other aspects 
of category perception, especially early percep-
tual aspects. 

 Th e features discussed in the prior section 
make ERPs well-suited to examining issues 
related to social categorization. In several stud-
ies, we have done so by showing participants 
pictures of individuals who diff er in race and 
gender while recording ERPs. In terms of race, 

psychological operations, providing a large 
corpus of research from which to draw in link-
ing observed electrical activity to its assumed 
underlying psychological meaning. Th e long 
history of using ERPs to study cognitive pro-
cesses has resulted in the association of many 
diff erent components with various cognitive 
operations such as aspects of attention and 
memory. Many of these same psychological pro-
cesses are of relevance in understanding social 
behavior. For example, components sensitive 
to covert orienting processes (e.g., N100, P200, 
and N200) may be used to assess attention to 
social cues. Similarly, a number of components 
have been associated with behavioral control 
processes (e.g., N200, N400, the negative slow 
wave) and can be used to examine how social 
behavior is regulated, and components associ-
ated with attitudes and aff ective processes (e.g., 
the P300) can be used to understand attitudes 
and aff ective responses toward other people. In 
other cases, components uniquely associated 
with social processes have been identifi ed (e.g., 
structural encoding of conspecifi cs has been 
associated with the N170).   2    

 Th e high temporal resolution of ERPs (on 
the order of milliseconds) is also a benefi t 
because it allows them to provide access to pro-
cesses that occur very quickly aft er stimulus 
onset, facilitating inferences about the time-
course and ordering of mental operations. 
Because of this temporal resolution, ERPs also 
provide access to complex mental phenomena 
about which participants might be unaware. 
As the research reviewed in this chapter will 
illustrate, perceiving other people is likely to be 
composed of multiple information processing 
operations, and there is no reason to expect that 
perceivers are explicitly aware of all aspects of 
this process. In addition, not having to rely on 
conscious awareness or a willingness to accu-
rately report internal states makes ERPs useful 
in measuring socially sensitive topics such as 

   2    Although relevant to understanding the broader 
process of social perception, N170 research will not be 
reviewed in this chapter because it is not clear whether 
social category information infl uences the initial face 
encoding thought to be refl ected in the N170 (for a dis-
cussion, see Ito & Urland,   2005  ; Ito & Bartholow,   2009  ).  
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the two target groups we have studied most 
oft en are Blacks and Whites. In one study (Ito 
& Urland,   2003  ), participants (who were pri-
marily White) saw faces of Black and White 
males and females. To ensure that we were 
assessing processes related to social categoriza-
tion, all participants were explicitly instructed 
to attend to social category information; par-
ticipants were randomly assigned to explicitly 
categorize the faces in terms of either race or 
gender. 

 Th e resulting waveforms revealed four dis-
tinct defl ections: a negative-going component 
with a mean latency of 122 milliseconds aft er 
face onset, a positive-going component with a 
mean latency of 176 milliseconds, a negative-go-
ing component with a mean latency of 256 mil-
liseconds, and a positive-going component with 
a mean latency of 485 milliseconds. Examples of 
the ERP waveforms from Ito and Urland (  2003  ) 
can be seen in Figures   6–1   and   6–2  . We refer to 
these components based on their polarity and 
latency as the N100, P200, N200, and P300   3   , 
respectively. Several diff erences to Black ver-
sus White and male versus female faces were 
observed in these components. 

 Consistent with assumptions that social 
category information is processed automati-
cally, race quickly modulated attention, show-
ing eff ects in the N100 component. N100s were 
larger to Blacks than Whites. Th is continued 
into the next component, the P200, with P200s 
larger to Blacks than Whites. Both eff ects can be 
seen in Figure   6–1  , panel A. Target gender did 
not aff ect N100 amplitude but did show eff ects in 
the P200, where responses were larger to males 
than females ( see  Fig.   6–1  , panel B). In the third 
temporally occurring component, the N200, 
the direction of both race and gender eff ects 
was reversed, with N200s larger to Whites and 
females than Blacks and males, respectively. 
Given the association of these early compo-
nents with attentional selection (e.g., Czigler 

& Geczy,   1996  ; Eimer,   1997  ; Kenemans, Kok, 
& Smulders,   1993  ; Naatanen & Gaillard,   1983  ; 
Wijers, Mulder, Okita, Mulder, & Scheff ers, 
  1989  ), these results suggest initially greater 
attention to Blacks and males but subsequently 
greater attention to Whites and females. 

 We have speculated that the initially greater 
attention to Blacks from our largely White sam-
ple of participants may refl ect a course vigi-
lance eff ect, with participants initially orienting 
to stimuli that are novel and/or associated with 
more negativity from either personal or cultural 
beliefs. Similarly, males may be more strongly 
associated with power and agency, initially trig-
gering greater vigilance than female faces. Th e 
time-course of these eff ects is consistent with 
other ERP studies showing aff ective modula-
tion as early as 100 milliseconds (Pizzagalli, 
Regard, & Lehmann, 1990; Smith, Cacioppo, 
Larsen, & Chartrand,   2003  ). Because these faces 
are being viewed in a passive viewing context, 
initial vigilance processing would not reveal 
any continued threat to self. As processing 
continues, we think attention therefore begins 
to orient to categories of individuals typically 
associated with deeper processing. For race, in-
group members are typically processed more 
deeply than out-group members (e.g., Anthony, 
Cooper, & Mullen,   1992  ; Levin,   2000  ), which 
is consistent with the larger N200s to Whites. 
Similarly, when there are diff erences in depth of 
processing for male and female targets, they are 
more oft en in the direction of greater attention 
to females (Lewin & Herlitz,   2002  ; McKelvie, 
  1981  ; McKelvie, Standing, St. Jean, & Law,   1993  ; 
O’Toole et al.,   1998  ). Again, speculation that the 
N200 refl ects depth of processing is consistent 
with extant ERP research, such as studies show-
ing larger N200s to familiar as compared to 
unfamiliar faces (Bentin & Deouell,   2000  ) and 
one’s own face as compared to faces of strangers 
(Tanaka, Curran, Porterfi eld, & Collins,   2006  ). 

 In addition to components sensitive to 
attention, Ito and Urland (  2003  ) also exam-
ined the P300, a component thought to refl ect 
updates to working memory that serve to 
maintain an accurate mental model of the 
external environment (Donchin,   1981  ). P300 
amplitude typically increases as a function of 

   3    Although the P300 had a latency longer than 300 mil-
liseconds, we use the P300 name because its scalp distri-
bution and response to psychological processes mirrors 
the classic P300 component. Th e N100, P200, and N200 
were typically largest at frontal and central scalp sites 
while the P300 had a parietal-maximal distribution.  
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terms of the race and gender of the faces that 
preceded it. Consistent with past P300 research 
(e.g., Donchin,   1981  ), P300s were larger when a 
target individual’s social category membership 
diff ered from preceding individuals on the 
 task-relevant  dimension (as compared to when 
it matched the preceding faces;  see  Fig.   6–2  ). 

the discrepancy between a given stimulus and 
preceding stimuli along salient dimensions. To 
allow an examination of how social category 
information aff ects working memory, stimuli 
were systematically varied so that responses 
could be analyzed not only in terms of the race 
and gender of the target picture but also in 
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   Fig. 6–1    N100, P200, and N200 responses to faces of diff erent races and genders. Panel A shows 
responses as a function of target race, and Panel B shows responses as a function of target gender. 
Waveforms are from the central scalp area (electrode Cz). Reprinted with permission from Ito, T.A., 
& Urland, G.R. (  2003  ). Race and gender on the brain: Electrocortical measures of attention to race 
and gender of multiply categorizable individuals.  Journal of Personality and Social Psychology, 85,  
616–626 .  Copyright American Psychological Association.   
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   Fig. 6–2    P300 responses as a function of whether the face was of the same race and gender as the faces 
that immediately preceded it. Panel A shows responses from participants who were explicitly cate-
gorizing faces in terms of their race. Panel B shows responses from participants who were explicitly 
categorizing faces in terms of their gender. Four trial types were possible:  (1)  current face was of the 
same race and gender as preceding faces,  (2)  current face was the same race but a diff erent gender than 
preceding faces,  (3)  current face was the same gender but a diff erent race than preceding faces, and  (4)  
current face was both a diff erent race and gender than preceding faces. Waveforms are from the pari-
etal scalp area (electrode Pz). Reprinted with permission from Ito, T.A., & Urland, G.R. (  2003  ). Race 
and gender on the brain: Electrocortical measures of attention to race and gender of multiply catego-
rizable individuals.  Journal of Personality and Social Psychology, 85,  616–626 .  Copyright American 
Psychological Association.   
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like various kinds of vegetables. Th is task is also 
successful in attenuating stereotype activation 
as well as decreasing diff erences in amygdala 
activation to racial out-group versus in-group 
faces that are thought to refl ect greater nega-
tivity toward the out-group (Wheeler & Fiske, 
2005). A second study examined the eff ects 
of another individuating task by having par-
ticipants make introversion/extraversion judg-
ments about each individual. Th is task was 
chosen because it was assumed to be engaging 
and easy for participants to perform, thereby 
easily directing attention away from social cat-
egory cues and encouraging more person-based 
than category-based encoding. 

 Even with these very diff erent processing 
goals, results indicated that race and gender 
information were still encoded early in pro-
cessing. ERP eff ects were very similar to those 
obtained by Ito and Urland (  2003  ), when par-
ticipants were explicitly attending to race and 
gender; P200s were larger to Blacks and males, 
N200s were larger to Whites and females, and 
the P300 was sensitive to the match between a 
target’s race and gender and the race and gen-
der of preceding faces. In other words, results 
looked very similar to those shown in Figures 
  6–1   and   6–2  . One meaningful diff erence did 
occur in the N100, where the N100 race dif-
ferences previously obtained were attenuated. 
Whereas N100s were larger to Blacks when 
participants explicitly attended to race or gen-
der (Ito & Urland,   2003  ), race did not aff ect 
the N100 when participants attended to dots 
or performed the vegetable preference task. 
It is worth noting that stimulus presentation 
was more complex in the latter studies. Th e 
dot task required placing dots on some of the 
faces, and the vegetable task required present-
ing the name of the vegetable about which the 
preference judgment was to be made before 
each face. Th is makes it diffi  cult to determine 
whether the diff erence in N100 results refl ects 
a processing or stimulus eff ect. It is notable 
that stimulus presentation for participants 
performing the introversion/extraversion task 
was identical to the prior studies, and N100s in 
that study were larger to Blacks than Whites. 
Th is suggests that increased visual complexity 

For example, for participants categorizing 
faces in terms of  gender , P300s were larger to 
a male face presented aft er a gender-incongru-
ent female than congruent male face. Th is can 
be seen in panel B of Figure   6–2  . Comparable 
eff ects occurred for participants categorizing 
faces in terms of race, as seen in panel A. Th is 
result confi rms past P300 research in showing 
that working memory processes are sensitive 
to the social category dimension along which 
explicit categorization was occurring. In addi-
tion, as was expected based on the implicit 
attentional eff ects seen in the earlier compo-
nents, implicit working memory eff ects were 
also seen. P300 amplitude increased when 
a target picture diff ered from the individu-
als pictured in preceding pictures along the 
 task-irrelevant  dimension. For example, for 
participants categorizing faces in terms of  gen-
der , P300s were larger to a Black face presented 
aft er a racially incongruent White face relative 
to a race-congruent Black face.     

    Effects of Perceivers’ Goals   

 Th e preceding results clearly suggest that 
race and gender information are both quickly 
encoded. Moreover, the eff ects of social cate-
gory were relatively obligatory, occurring even 
when participants were not explicitly attending 
to that dimension. We have addressed this issue 
more directly in subsequent studies by exam-
ining attention to race and gender under task 
instructions designed to direct explicit atten-
tion away from the social category information. 
In one study, the eff ects of focusing attention 
at a level either more shallow or deep than the 
social category were examined (Ito & Urland, 
  2005  ). A more shallow level of processing was 
encouraged by having some participants per-
form a visual-feature detection task where 
they monitored the stimuli for the presence or 
absence of a white dot on each face. Th is task 
focuses attention away from the social nature 
of the stimulus person and has been associated 
with the attenuation of stereotype activation 
(Macrae et al.,   1997  ). Other participants were 
encouraged to adopt a deeper level of process-
ing by performing an individuating task, judg-
ing whether each individual they saw would 
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Whites than Asians and Blacks. Th is both repli-
cates past fi ndings with Black and White targets 
and also extends the eff ects to another racial tar-
get group (i.e., Asians). Across multiple studies 
and target racial groups, then, we fi nd that our 
mostly White participants show larger P200s to 
racial out-group members but larger N200s to 
racial in-group members. Th ese eff ects can be 
seen for the study in which Black, White, and 
Black-White faces were seen in Figure   6–3  . As 
can be seen in Figure   6–3  , an interesting pattern 
was obtained for the racially ambiguous faces 
whereby P200 and N200 responses were indis-
tinguishable from responses to Whites in both 
studies. At the same time, responses to racially 
ambiguous (and White) faces diff ered from the 
responses to Asians and Blacks. 

 It was not until the P300, peaking at around 
500 milliseconds, that responses to Whites and 
the racially ambiguous faces diverged. Th is was 
revealed by showing participants a majority 
of White faces in one block and a majority of 
Asian or Black faces in the other block (depend-
ing on study). Recall that the P300 is sensi-
tive to incongruities along salient dimensions, 
including race. As we expected, we replicated 
racial-incongruity eff ects for the  unambiguous  
White, Black, and Asian faces. Using the study 
in which Black, White, and Black-White faces 
were shown as an example, this manifested as 
increased P300s to incongruent Black faces 
when they were seen in the block in which pri-
marily White faces were shown (Fig.   6–3  , panel 
A). Similarly, P300s were increased to incon-
gruent White faces when they were seen in 
the block in which primarily Black faces were 
shown (Fig.   6–3  , panel B). Our primary interest, 
of course, was responses to the racially ambig-
uous faces. In the block in which a majority of 
Black faces were seen, P300s were also increased 
to the racially ambiguous faces (Fig.   6–3  , panel 
B). Th is continues the pattern seen in the P200 
and N200 of diff erent responses to the Black 
and racially ambiguous faces. But note that in 
the block in which a majority of White faces 
were seen (Fig.   6–3  , panel A), P300s were now 
diff erent to the White and racially ambiguous 
faces. Th us, for the fi rst time in processing, per-
ceivers were diff erentiating between in-group 

more so than level of processing may have been 
responsible for the slowing of race eff ects from 
the N100 to the P200 in the dot and vegetable 
task conditions. 

     Perception of racially ambiguous faces   

 We think the preceding studies aid our under-
standing of how sensitive perceivers are to 
social category information. As an extension of 
this work, we have also examined the interest-
ing situation created by the growing population 
of multiracial individuals. Specifi cally, whereas 
the stimuli in our initial studies were chosen 
to be as unambiguous as possible with respect 
to their race and gender, the rapid increase in 
the number of multiracial individuals in the 
United States (and elsewhere) means that per-
ceivers increasingly encounter individuals with 
more variable racial cues. To understand race 
perception in this context, while also gain-
ing additional information on the perception 
of race in general, we have conducted a series 
of studies recording ERPs as White partici-
pants view digitally morphed photos of Asian 
and White males, and Black and White males 
(Willadsen-Jensen & Ito,   2006  ). Th e digital 
morphing process produces realistic photos 
of faces possessing features intermediate to 
the two “parent” racial groups. To examine 
responses to faces that were maximally racially 
ambiguous, morphs that were a 50%–50% blend 
of an Asian and a White face, or a Black and a 
White face, were created. Pilot testing deter-
mined that the faces were subjectively perceived 
as falling between the two racial extremes used 
to create them and not simply perceived as some 
other racial group. ERPs were then recorded as 
White participants viewed the racially ambigu-
ous Asian-White morphs as well as unambigu-
ously Asian and White faces in one study, and 
the racially ambiguous Black-White morphs 
as well as unambiguously Black and White 
faces in another study. Participants performed 
an explicit race categorization task, choosing 
between  Asian  and  White  in the fi rst study, and 
 Black  and  White  in the second study. 

 Focusing fi rst on the responses to the unam-
biguous faces, P200s were larger to Asians and 
Blacks than to Whites, and N200s were larger to 
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objective status as 50%–50% blends between two 
racial groups. We think this pattern of results 
demonstrates that the processing of social cat-
egory information is initially more gross than 
fi ne-grained. Although the participants in these 
studies eventually explicitly perceived the faces 
as belonging to neither the in-group nor out-
group, the overlap in physical features between 
the in-group and the racially ambiguous faces 
appears to have lead the racially ambiguous 
faces to be initially processed in a manner indis-
tinguishable from in-group faces. Th e interval 
where racially ambiguous faces switch from 
being processed similarly to in-group members 
(the N200) to being diff erentiated from both in-
group and out-group members (the P300) may 

and the racially ambiguous faces. Participants’ 
explicit categorization decisions also diff erenti-
ated the racially ambiguous faces from both the 
faces of Whites and Asians or Blacks, indicating 
subjective ambiguity in explicit categorization 
(e.g., Black-White morphs were categorized as 
White 50% of the time).   

 As noted, the participants in these studies 
were White. Th e similarity of the P200 and N200 
responses between White and racially ambigu-
ous faces could therefore refl ect an assimilation 
of the racially -ambiguous individuals to the in-
group. Th is is interesting in light of later eff ects 
obtained in the P300 and explicit categorization 
responses, where the racially ambiguous faces 
were perceived in a manner consistent with their 
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  Fig. 6–3    Responses to Black, 
White, and racially ambiguous 
faces. In Panel A, faces were 
seen in the context of primarily 
White faces. In Panel B, faces 
were seen in the context of pri-
marily Black faces. Waveforms 
are from the central scalp area 
(electrode Cz). Reprinted with 
permission from Willadsen-
Jensen, E.C. & Ito, T.A. (  2006  ). 
Ambiguity and the timecourse 
of racial perception.  Social 
Cognition, 24,  580–606 .  
Copyright Guilford Press. 
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physical features such as color and luminance. 
Participants viewed the stimuli while indicating 
whether they were presented to the left  or right 
of fi xation. Importantly, there were no signifi -
cant race eff ects with these stimuli. In addition, 
the morphology of the waveforms was quite dif-
ferent than what is obtained when participants 
can clearly tell they are viewing faces. Together, 
these fi ndings provide strong converging evi-
dence that the eff ects obtained in response to 
diff erences in race and gender result from the 
perception of social category information, and 
not caused by other perceptual eff ects that may 
covary with social category. 

      ACTIVATION OF STEREOTYPES AND 
PREJUDICE   

 Th e relatively eff ortless degree to which social 
category information is processed implies that 
associated stereotypes and prejudices can be 
easily activated when encountering a group 
exemplar. Consistent with this, implicit stereo-
typing and prejudice have been demonstrated 
in a range of contexts (e.g., Dovidio, Kawakami, 
Johnson, Johnson, & Hayward,   1997  ; Fazio, 
Jackson, Dunton, & Williams,   1995  ; Greenwald, 
McGhee, & Schwartz,   1998  ; Macrae et al.,   1997  ; 
Payne,   2001  ). At the same time, these eff ects are 
known to vary as a function of individual fac-
tors such as the need for self-enhancement or 
motivations to control prejudice (e.g., Amodio, 
Harmon-Jones, & Devine,   2003  ; Hausmann 
& Ryan,   2004  ; Sinclair & Kunda,   1999  ). Given 
the attentional diff erences observed to diff erent 
social groups in our earlier studies, we won-
dered whether individual diff erences in these 
lower-level, more perceptual processes would 
also relate to implicit bias. 

 We fi rst examined this in the context of 
stereotype activation, assessing whether the 
degree to which perceivers diff erentiated Black 
faces from White faces relatively early in per-
ception aff ected the degree to which stereotypes 
were implicitly activated (Ito & Urland,   2006  ). 
Participants completed a sequential priming task 
in which they made decisions of target objects 
that were primed by faces of Black and White 
males (c.f., Judd, Blair, & Chapleau,   2004  ; Payne, 

signal the point at which more fi nely tuned pro-
cessing occurs. 

     Are effects the result of social category 
cues?   

 It is worth asking whether the eff ects discussed 
to this point are specifi c to faces, and to social 
category cues  per se  or whether they may result 
from other perceptual diff erences unrelated to 
social category information. For example, most 
of the studies used color stimuli. We think this 
is important for experimental realism because 
typical face-to-face human interactions occur 
in color. Nevertheless, it may be that faces from 
diff erent social categories diff er in low-level per-
ceptual features like luminance and that these 
diff erences are driving the ERP eff ects we have 
obtained. One might worry that this could be 
especially likely for the race eff ects because 
basic perceptual features like luminance seem 
especially diff erent for White and Black faces. 
We do not think this would make the eff ects 
uninteresting because, as we noted, typical 
human interaction includes these perceptual 
features, but it would suggest that the eff ects 
did not specifi cally result from social category 
information. 

 Th ere are several fi ndings that argue against 
this interpretation. Th e fi rst is that diff erences 
are seen not only between Black and White 
faces but also between males and females, 
where the perceptual diff erences between cate-
gories seem smaller (Ito & Urland,   2003  ;   2005  ). 
Second, our race eff ects are the same when we 
use color images and when we use grayscale 
images that have been equated for luminance 
(Ito & Urland,   2003  ). Moreover, as the studies 
with the racially ambiguous faces indicate, sim-
ilar eff ects are obtained for racial out-groups 
other than Blacks (i.e., Asians) for whom per-
ceptual contrast to in-group White faces is 
likely smaller (Willadsen-Jensen & Ito,   2006  ). 
Finally, Kubota and Ito (  2007  ) demonstrated 
that race eff ects were absent when the face 
nature of the stimuli was obscured, but all other 
physical diff erences between the stimuli were 
maintained. Th is was achieved by inverting 
and blurring the faces. Th is made them diffi  cult 
to identify as faces but retained many of their 
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N200 eff ects have been associated with deeper 
processing in a range of face perception studies 
(Bentin & Deouell,   2000  ; Tanaka et al.,   2006  ). 
Th is suggests that the degree to which Whites 
are processed more deeply than Blacks is asso-
ciated with stronger racial stereotype activa-
tion eff ects showing a functional relationship 
between early diff erences in attention as a func-
tion of race during the processing of the face 
prime and the magnitude of stereotypical and 
evaluative bias elicited by the face. Our studies 
in this area are just beginning, but we think the 
results expand our understanding of the types 
of individual diff erences that moderate aspects 
of stereotyping and prejudice. Whereas prior 
investigations have focused on what could be 
considered higher-order construct (e.g., aspects 
of motivation), the study reviewed here shows 
that attentional eff ects occurring fairly early in 
processing also predict bias. 

     BEHAVIORAL REGULATION   

 We have reviewed studies examining percep-
tual processes associated with perceiving mem-
bers of diff erent social groups. We view these 
processes of interest in their own right but also 
because of their relevance to behavior. As just 
described, the study in the last section demon-
strating a relationship between diff erences in 
attention to members of diff erent racial groups 
and the beliefs they activate suggest a way in 
which these perceptual diff erences could relate 
to behavior; bigger diff erences in attention as a 
function of race could be associated with bigger 
diff erences in the semantic and evaluative asso-
ciations activated by group exemplars, which in 
turn could infl uence how the perceiver behaves 
toward a group member. Th e prior studies, how-
ever, did not directly examine behavioral out-
comes. Although we have not done so in the 
context of studies in which participants simply 
view pictures of faces, we have done so using a 
slightly more complex task. Specifi cally, we have 
employed a paradigm developed by Correll et al. 
(  2002  ) in which participants see a variable num-
ber of background scenes for short but variable 
durations on each trial. At some point, a person 
appears, holding either a handgun or a similarly 

  2001  ). Participants saw two diff erent blocks of 
trials that were designed to examine implicit 
negative associations with Blacks in slightly dif-
ferent ways. In one block of trials, participants 
classifi ed pictures of guns and insects. A stron-
ger association between Blacks and concepts 
related to threat and danger has been demon-
strated in a range of contexts (e.g., Correll, Park, 
Judd, & Wittenbrink, 2004; Payne,   2001  ). Th is 
block, therefore, compared responses to a class 
of objects associated with a negative aspect of 
the cultural stereotype of Blacks (guns) with a 
category that is also negative in valence but is 
not racially stereotypical (insects; Judd et al., 
  2004  ). In the other block of trials, participants 
classifi ed pictures of guns and images associ-
ated with sports. Th e latter category contained 
pictures associated with basketball and foot-
ball, both sports that are considered relatively 
stereotypical of Blacks (Judd et al.,   2004  ). Th is 
block, therefore, allowed a comparison between 
the same negative aspect of the stereotype and 
a category that is also racially stereotypical but 
positive in valence. 

 ERPs recorded to the face primes replicated 
the results obtained in our prior social catego-
rization studies—that is, P200s were larger to 
Blacks and N200s were larger to Whites.   4    We 
also obtained the expected priming eff ects. 
For example, when the target was a gun, par-
ticipants were faster to classify it following a 
Black than White prime. Of greater interest 
was whether the magnitude of these stereotyp-
ing eff ects was predicted by magnitude of the 
ERP race eff ects when viewing the face primes. 
In both blocks, the degree to which N200s were 
greater for Whites than Blacks predicted greater 
bias in response latency. Said diff erently, as the 
degree to which individuals showed attentional 
diff erences in the N200 favoring Whites over 
Blacks increased, the degree to which Blacks 
were associated with threat and danger as com-
pared to non-stereotypical negative stimuli 
(insects) or stereotypical positive stimuli (bas-
ketball and football) increased. As noted earlier, 

   4    In this study, the N100 race eff ect was not signifi -
cant, but it was in the same direction as prior studies, 
with directionally larger N100s to Blacks.  
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N200 component, which is associated with the 
detection of confl ict when behavior is success-
fully regulated (e.g., when correct behavior is 
implemented) (Nieuwenhuis, Yeung, van den 
Wildenberg, & Ridderinkhof,   2003  ).   5    Th e asso-
ciation of the N200 with confl ict detection is 
supported by source modeling. Neuro-imaging 
research implicates the anterior cingulate cor-
tex (ACC) and areas of prefrontral cortex (PFC) 
in confl ict monitoring and cognitive control, 
respectively (e.g., Botvinick et al.,   2001  ; Carter 
et al.,   1998  ; MacDonald, Cohen, Stenger, & 
Carter,   2000  ), and source modeling of the N200 
implicates the ACC and other areas of the PFC 
(Liotti, Woldorff , Perez, & Mayberg,   2000  ; 
Nieuwenhuis et al.,   2003  ). 

 Behavioral results replicated past research 
using this task; participants were faster to shoot 
armed Blacks than Whites, but faster to not 
shoot unarmed Whites than Blacks. For the 
N200, responses were larger to Whites than to 
Blacks. Th is can be seen in Figure   6–4  . As can 
also be seen, this race eff ect was moderated by 
the object being held, with the largest N200s 
to unarmed Whites. By contrast, N200 ampli-
tude did not diff er for Black targets as a func-
tion of the object held. Th is pattern suggests 
more sensitivity to confl icting representations 
when viewing Whites than Blacks in this task, 
and sensitivity to the presence or absence of a 
weapon only for Whites. We think this result is 
particularly interesting given a bias toward mak-
ing the shoot response in this task. Participants 
are around 100 milliseconds faster to make the 
shoot than not-shoot response. In addition, 
a running score is displayed to participants 
throughout the game, with more points awarded 
for correct shoot than not-shoot responses. To 
the extent there is a bias to shoot, Whites in gen-
eral and unarmed Whites in particular would 
be the most stereotypically incongruent with 
that response tendency. Th us, confl ict should 

sized object such as a wallet or cell phone. 
Participants are instructed to “shoot” anyone 
holding a gun and to press another button to 
“not shoot” anyone who is unarmed. Corell et 
al. found that the target’s race aff ected respons-
es—participants were faster and more accurate 
to make shoot responses to armed Black than 
White targets but were faster and more accu-
rate to make not-shoot responses to unarmed 
White, rather than Black, targets. 

 Our interest was in using ERP responses to 
consider behavior in this task from the perspec-
tive of behavior regulation. As a guide, we used 
general models of behavioral regulation that 
specifi ed a two-part behavioral control system 
(e.g., Botvinick, Carter, Braver, Barch, & Cohen, 
  2001  ; Carter et al.,   1998  ). One component is 
thought to continuously and preconsciously 
monitor for confl ict in activated representa-
tions during ongoing information processing. 
Th e outcome of this monitoring is used by the 
second, regulatory part of the system, which 
responds to detected confl ict with the imple-
mentation of higher-order cognitive control. 

 Making the decisions required by the shooter 
task is likely to activate multiple representa-
tions. In addition to the information explic-
itly relevant to determining whether someone 
is holding a weapon, the speed and ease with 
which race is encoded suggests that race cate-
gorization is also occurring, which in turn can 
activate beliefs associated with racial groups. 
Because of cultural stereotypes more strongly 
associating Blacks than Whites with concepts 
related to violence and threat (Correll et al., 
  2002  ), perceiving a Black individual may more 
strongly activate beliefs that facilitate making 
a shoot response. Putting these two features 
together suggests that confl ict monitoring pro-
cessing should detect less confl ict between con-
sidering a shoot response and perceiving a Black 
target as compared to a White target. 

 To determine whether such diff erences in 
the operation of the behavior regulation system 
occur as a function of target race and whether 
any such diff erences are related to task perfor-
mance, we recorded ERPs as participants com-
pleted the shooter task (Correll, Urland, & Ito, 
  2006  ). We were particularly interested in the 

   5    Although they share a similar latency and anterior 
scalp distribution, the N200 discussed here in the con-
text of confl ict detection (sometimes also referred to as 
an N2) has been treated as conceptually distinct from 
the N200 discussed in the context of social categoriza-
tion. It is possible that they refl ect a common psycholog-
ical and/or neural source, but that is not yet known.  
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prejudice aff ect behavior. Th ey also suggest 
that perceptions of congruency between acti-
vated behavioral tendencies and beliefs diff er as 
a function of target race and that these diff er-
ences are predictive of behavior.   

     CONCLUSION   

 Perhaps no single stimulus has the power to 
convey as much about an individual as his or 
her face. Subtle variations in changeable features 
such as mouth position, eye gaze, and brow 
arch and more stable features like skin tone, 
eye brow shape, and nose width can be used to 
infer a wealth of social information. Among the 
inferences possible is categorization into social 

be greatest in those conditions. Consistent with 
this, N200s were bigger to Whites in general 
and to unarmed Whites in particular.   

 It is also noteworthy that N200 diff erences 
correlated with behavior. Th e degree to which 
N200s to Whites exceeded those to Blacks 
predicted the degree of racial bias in response 
latencies (i.e., the degree to which participants 
were faster in making shoot responses to Blacks 
but in making not shoot responses to Whites). 
Said diff erently, neural responses indicative of a 
bigger race diff erence in confl ict detection were 
associated with more racially biased behav-
ior. We also found that individual diff erences 
in racial stereotypes predicted behavior; more 
strongly associating Blacks than Whites with 
violence and danger was associated with greater 
bias in behavior. Interestingly, we also found 
that racial diff erences in confl ict monitoring 
mediated the relation between racial stereo-
types and behavior—that is, participants who 
more strongly associated Blacks than Whites 
with violence were more biased in their behav-
ior, and this was accounted for by stronger neu-
ral signals associated with confl ict monitoring 
to Whites than Blacks. Th is mediational model 
can be seen in Figure   6–5  . Together, these results 
support the application of behavior regulation 
models in understanding how stereotypes and 
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   Fig. 6–4    N200 responses as a function of target race and object held, recorded during decisions to 
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  2001  ) may represent greater, more individuated 
processing of racial in-group members and/or 
members of the more culturally dominant racial 
group, consistent with the large body of research 
showing that Whites and racial in-group mem-
bers are spontaneously processed more deeply 
than other racial groups (Anthony, Cooper, & 
Mullen,   1992  ; Levin,   2000  ). Th e meaning of the 
larger N200s to females is less clear. Processing 
diff erences in favor of female over male targets 
have been obtained (Lewin & Herlitz,   2002  ; 
McKelvie,   1981  ; McKelvie et al.,   1993  ; O’Toole 
et al.,   1998  ), but these eff ects are more variable 
than diff erences in processing as a function of 
race. 

 Although important in their own right for 
understanding the earliest aspects of social 
category encoding, the attentional diff erences 
observed in response to diff erent social groups 
are even more intriguing when considered in 
relation to the activation of stereotypes and 
prejudices. Studies using sequential priming 
paradigms to measure the implicit activation 
of beliefs and evaluations associated with dif-
ferent racial groups demonstrate that variations 
in ERP responses to brief presentations of faces 
predict the degree to which Blacks are more 
strongly associated with negative stereotypic 
content as compared to Whites (Ito & Urland, 
  2006  ; Willadsen-Jensen, Ito, & Park,   2006  ). We 
think it intriguing that diff erences in the way 
individuals attend to the faces of Blacks and 
Whites emerging within several hundred mil-
liseconds aft er stimulus onset predict the types 
of beliefs and feelings that are activated by those 
faces. Th ese may not be the only processing 
diff erences that contribute to the activation of 
stereotypes and prejudice, but these results do 
provide an indication of how quickly the pro-
cesses that play a role in implicit bias manifest 
during perception. 

 Finally, ERP studies of stereotype regulation 
hold the promise of stimulating eff ective behav-
ioral interventions by increasing our under-
standing of the neural mechanisms behind 
successful and unsuccessful behavior regula-
tion. Consistent with the likelihood that cul-
tural stereotypes make perceiving a Black than 
White target more congruent with responses 

groups meaningful to the perceiver. Models 
of person perception have assumed that such 
information is processed in a relatively eff ortless 
manner (Bodenhausen & Macrae,   1998  ; Brewer, 
  1988  ; Fiske & Neuberg,   1990  ). Th e access to 
quickly occurring aspects of processing aff orded 
by ERPs provides direct support for this. Studies 
assessing social categorization consistently 
demonstrate the ease and speed with which race 
and gender are processed. Race eff ects occur as 
quickly as 120 milliseconds aft er stimulus onset, 
and gender eff ects occur as quickly as 180 mil-
liseconds. Moreover, this sensitivity is observed 
across a range of tasks, including when perceiv-
ers are attending to  (1)  another social dimension 
(e.g., race eff ects occur even when perceivers 
explicitly attend to gender) (Ito & Urland,   2003  , 
Kubota & Ito,   2007  ),  (2)  a nonsocial cue (search-
ing for dots on faces) (Ito & Urland,   2005  ), or 
 (3)  individual characteristics that foster person-
based as opposed to category-based impressions 
(Ito & Urland,   2005  ). Th is pattern suggests that 
early perceptual aspects of social categorization 
are driven more by the properties of the indi-
vidual being perceived than by the goals and 
intentions of the perceiver. Th ey also suggest 
that processing manipulations that succeed in 
attenuating stereotyping and prejudice are likely 
to operate aft er the completion of rudimentary 
analyses that provide information about social 
category membership. 

 Th e studies we have reviewed also suggest 
that social category perception may be governed 
by diff erent psychological processes at diff erent 
points in time. As discussed earlier, the pattern of 
results in which White participants show larger 
N100s and P200s to Blacks, Asians, and males 
may be indicative of initial covert orienting to 
more novel targets and/or targets heuristically 
associated with a greater potential for threat. 
Moreover, the earliest stages of social category 
perception appear to refl ect processing that is 
more gross than fi ne-grained, as suggested by the 
initial similarity in responses to in-group faces 
and multiracial faces that share features with 
the in-group (Willadsen-Jensen & Ito,   2006  ). 
Slightly later in processing, the larger N200s to 
Whites and females ( see also  Ito, Th ompson, & 
Cacioppo,   2004  ; James, Johnstone, & Hayward, 
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decision: Hierarchical processing or late selec-
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 Donchin, E. (1981). Surprise!…Surprise?  Psycho-
physiology, 18 , 493–513. 

 Dovidio, J.F., Kawakami, K., Johnson, K., Johnson, 
C., & Hayward, A. (1997). On the nature of 
prejudice: Automatic and controlled processes. 
 Journal of Experimental and Social Psychology, 
33 , 510–540. 

 Eimer, M. (1997). An event-related potential (ERP) 
study of transient and sustained visual atten-
tion to color and form.  Biological Psychology, 
44 , 143–160. 

 Fabiani, M., Gratton, G., & Coles, M.G.H. 
(2000). Event-related brain potentials. In J.T. 
Cacioppo, L.G. Tassinary, & G.G Berntson 
(Eds.),  Handbook of psychophysiology  (2nd 
ed., pp 53–84). Cambridge, UK: Cambridge 
University Press. 

 Fazio, R.H., Jackson, J.R., Dunton, B.C., & Williams, 
C.J. (1995). Variability in automatic activation 
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A bona fi de pipeline?  Journal of Personality and 
Social Psychology, 69 , 1013–1027. 

 Fiske, S.T., & Neuberg, S.L. (1990). A  continuum 
of impression formation, from category-
based to individuating processes: Infl uences 
of information and motivation on attention 

associated with threat, we found greater evi-
dence of confl ict when participants were mak-
ing simulated decisions to shoot on trials in 
which White targets were seen, especially when 
the Whites were unarmed. By contrast, confl ict 
was weaker when perceiving Black targets, and 
there was no diff erence in confl ict when the 
Blacks were armed or unarmed. If the detec-
tion of confl ict is used to signal the need for 
higher-order cognitive control, the low degree 
of confl ict on trials in which Black individuals 
are seen suggests an explanation for the racial 
bias seen in this task; the need for behavior reg-
ulation is not signaled to the same degree as on 
trials in which Whites are seen. 

 Factors such as perceivers’ lack of aware-
ness about or unwillingness to report on their 
reactions have challenged researchers in their 
attempts to understand how social category 
information infl uences behavior. Th e integration 
of tools and ideas from other levels of analysis 
holds promise in addressing some of these issues 
in new ways. We have tried to highlight, in par-
ticular, the benefi ts of research using ERPs in this 
chapter. We hope the continued development of 
social neuroscience will increase our under-
standing of the dynamic interplay between the 
mind and the neural processes that underlie it. 
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   For many White Americans, an interracial 
interaction constitutes a regulatory challenge. 
Despite steady declines in self-reported preju-
dices over the past 60 years (Schuman, Steeh, 
Bobo, & Krysan,   1997  ), subtle forms of bias 
persist that may work their way unintention-
ally into intergroup behaviors (Devine,   1989  ; 
McConahay & Hough,   1976  ; Sears & Henry, 
  2005  ; Word, Zanna, & Cooper, 1974). Given the 
notion that America was founded on the prin-
ciples of freedom and equality, the persisting 
racial biases held by most White Americans cre-
ate a fundamental ideological confl ict. Myrdall 
(1944) referred to this confl ict as the “American 
Dilemma” more than 60 years ago, and Allport 
(  1954  ) wrote about it at length in his seminal 
book  Th e Nature of Prejudice . 

 A large body of social psychological research 
reveals that Myrdall’s American Dilemma is a 
contemporary concern (Fiske,   1998  ; Gaertner 
& Dovidio,   1986  ; Katz & Hass,   1988  ). Th is work 
demonstrates that most Americans possess 
 implicit  forms of racial bias that can infl uence 
behavior without one’s intention or aware-
ness (Devine,   1989  ). Implicit processes are 
believed to operate automatically in thoughts, 
emotions, and behaviors, whereas explicit pro-
cesses involve deliberation and awareness and 
are associated with intentional (e.g., egalitar-
ian) responses (Greenwald & Banaji,   1995  ). 
Although implicit and explicit processes typi-
cally work in concert to orchestrate adaptive 
behavior, racial prejudice is a domain in which 

many people hold explicit intentions to respond 
without prejudice that contradict their implicit 
biases. Hence, to respond in line with inten-
tions, regulatory processes are oft en required 
to override implicit biases. In this chapter, I 
describe a social neuroscience framework of 
the processes through which racial biases are 
activated and controlled. In what follows, I 
begin by reviewing the prevalent dual-process 
model of prejudice and stereotyping and then 
describe some ways in which recent social neu-
roscience research has extended our under-
standing of the activation and regulation of 
intergroup bias. 

     THE DUAL-PROCESS APPROACH TO 
RACIAL BIAS   

 Th e topic of intergroup relations has been a cen-
tral theme of social psychology for decades, yet 
the theoretical approach guiding investigations 
of this topic has varied considerably. Th e focus 
on automatic versus controlled components of 
race bias is a relatively recent development, borne 
out of the application of cognitive psychological 
theories to social psychological issues (Fiske & 
Taylor,   1984  ). In an early demonstration of dis-
sociable automatic and controlled components 
of prejudice and stereotyping, Devine (  1989  ) 
applied a dual-process model that conceived of 
automatic biases as learned associations stored 
in a parallel-distributed semantic network. 
Th is model, which borrowed from theories in 
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  1994  ), this set of operations is thought to be sup-
ported by a single underlying resource. 

 Dual-process models in social cognition 
have been enormously useful for explaining a 
wide range of behaviors, and the dual-process 
framework continues to be the driving theoret-
ical force in contemporary social psychology 
(Chaiken & Trope,   1999  ). Nevertheless, accu-
mulating evidence from behavioral and cog-
nitive neuroscience research suggests that the 
dual-process model may be due for some addi-
tional fi ne tuning and expansion (cf. Conrey 
et al., 2006). First, there are several phenomena 
that the traditional dual-process model does not 
explain well. For example, why do some egali-
tarian individuals fail to control expressions of 
bias more than others, despite similar motiva-
tions and eff ort to control? Why is control usu-
ally more successful when it is motivated for 
internal (personal) reasons rather than exter-
nal (normative) reasons? In addition, the dual-
process model assumes that implicit processes 
can have profound eff ects on behavior, yet evi-
dence for such eff ects in the race bias literature 
is rather scant. Secondly, as our understanding 
of the brain’s role in regulating social behav-
ior evolves, it is becoming progressively clearer 
that the brain is not organized according to two 
simple processes. General systems for self-reg-
ulation refl ect the coordinated activity of mul-
tiple underlying systems, ranging from more 
automatic to more controlled. As such, much 
of the recent social neuroscience research on 
racial bias may be seen as elucidating important 
subcomponents of automaticity and control in 
an eff ort to refi ne—and ultimately revise—the 
dual-process model of social cognition. 

     THE SOCIAL NEUROSCIENCE APPROACH   

 Social neuroscience refers broadly to the inte-
grated study of the brain and social processes. 
Although the term  social neuroscience  is cur-
rently used to describe a wide range of research 
in humans and animals, I use it here to refer 
more specifi cally to the merger of social psychol-
ogy and neuroscience (Cacioppo & Bernston, 
  1992  ; Ochsner & Lieberman,   2001  ). From this 
perspective, neuroscientifi c models of brain 

cognitive psychology (Shiff rin & Schneider, 
  1977  ; McClelland & Rumelhardt,   1985  ), sug-
gested that implicit biases were learned through 
repeated exposure to associations between 
Black Americans and stereotypic and/or nega-
tively valenced concepts. On the other hand, 
the controlled component represents individu-
als’ consciously held beliefs and intentions. 
Devine demonstrated that racial biases could be 
activated automatically and aff ect one’s inter-
personal judgments regardless of one’s explicit 
racial attitudes. Th at is, automatic stereotyp-
ing eff ects were shown to be dissociable from 
controlled, belief-based intentions. Subsequent 
theoretical treatments of racial bias, as with 
attitudes, have been generally consistent with 
this dissociation model (e.g., Bodenhausen & 
Macrae,   1998  ; Fazio,   1990  ; Fiske & Neuberg, 
  1990  ; Greenwald & Banaji,   1995  ; Smith & 
DeCoster,   2000  ; Wilson, Lindsay, & Schooler, 
  2000  ), off ering refi nements, clarifi cations, and 
applications to specialized domains. 

 Importantly, for the present concerns, social 
cognitive models of automatic and controlled 
processing posit two modes of processing. 
In the context of race bias, they assume that 
implicit stereotypes (i.e., traits ascribed to Black 
Americans) and implicit evaluations of Black 
people are processed through a single automatic 
mode of processing. In the dual-process frame-
work, implicit stereotypes refer to linked repre-
sentations of stigmatized group members (e.g., 
Blacks) and semantic concepts (e.g., traits, such 
as  hostile ). Implicit evaluative bias is thought 
to represent the net valence of these semantic 
links (e.g., Taylor & Falcone,   1982  ; for reviews, 
 see  Park & Judd,   2005  ; Dovidio, Brigham, 
Johnson, & Gaertner,   1996  ). Accordingly, this 
model assumes that implicit stereotyping and 
prejudice arise from the same mechanism, such 
that they are learned, activated, and unlearned 
in the same way. Similarly, dual-process models 
in social cognition generally assume that con-
trol refl ects a single process. Although some 
theorists have suggested that control involves 
several deliberative steps, such as detecting the 
presence of bias, determining its magnitude and 
direction, and then adjusting one’s response in 
kind (Wegener & Petty,   1997  ; Wilson & Brekke, 



SELF-REGULATION IN INTERGROUP RELATIONS 103

Johnson,   2004  ; Fendt & Fanselow,   1999  ; Whalen, 
  1998  ). Th is structure is part of the brain’s “rapid 
response” system that is activated and expressed 
within milliseconds of a potentially threaten-
ing event (LeDoux,   1992  ). Th is mode of rapid 
response is made possible by the short distance 
incoming sensory information must travel to the 
amygdala (Davis,   1992  ; but  see  Pessoa, McKenna, 
Gutierrez, & Ungerleider, 2002). For example, 

organization and function may be used to clar-
ify and refi ne models of social cognition and 
behavior, just as an appreciation of social struc-
tures, goals, motivations, and relationships may 
be used to clarify functions of the brain. A major 
goal of this chapter is to highlight the ways in 
which the social neuroscience approach has 
helped to unpack the processes involved in the 
activation and regulation of racial bias. Table   7–1   
lists a set of cognitive processes that have been 
identifi ed in the social neuroscience literature 
on race bias to date. Considered together, they 
suggest important theoretical advances beyond 
the basic dual-process framework.   

     SOCIAL NEUROSCIENCE CONTRIBUTIONS TO 
THEORIES OF IMPLICIT RACE BIAS   

 Th e fi rst questions about intergroup processes 
that were addressed from a social neuroscience 
approach focused primarily on mechanisms of 
implicit bias ( see  Eberhardt,   2005  , for a review). 
Initial inquiries concerned the role of the 
amygdala in implicit prejudice. Th e amygdala 
refers to a small collection of nuclei located 
bilaterally in the medial temporal lobes that has 
been implicated in classical fear conditioning 
and emotional learning and, more generally, in 
the processes of arousal and vigilance (Fig.   7–1  ; 
Anderson et al.,   2003  ; Cunningham, Raye, & 

    Table 7–1  Processes Involved in Intergroup Bias and Their Associated Cognitive Functions 
and Neural Correlates   

 Role in intergroup bias  Cognitive process  Candidate structure(s) 

 Implicit prejudice  Classical fear conditioning; 
arousal; vigilance  Amygdala 

 Implicit stereotyping  Conceptual priming  Temporal cortex & left  lPFC 
 Detecting bias/internal cues for 

regulation 
 Confl ict monitoring  Dorsal ACC 

 Detecting external cues for engaging 
control 

 Mentalizing; regulating behavior 
to external social cues 

 mPFC, rostral ACC 

 Inhibition of implicit bias  Response inhibition  Ventral lPFC 
 Implementation of an intended 

response 
 Regulative control  Dorsal lPFC 

  Note : lPFC = lateral prefrontal cortex; mPFC = medial prefrontal cortex; ACC = anterior cingulate cortex. BA = 
Brodmann's Area  

   Fig. 7–1    Th e amygdala (AMG) comprises a set 
of small nuclei and is located bilaterally in the 
medial temporal lobe, as shown in the coronal 
brain slice. Th e inset shows the position of the 
left  amygdala as it would appear within the tem-
poral lobe when viewed from the side.   
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responses to race explain why some self-avowed 
egalitarians show more implicit evaluative 
bias than others on behavioral measures? My 
colleagues and I (Amodio, Harmon-Jones, & 
Devine,   2003  ) began to address these questions 
by comparing participants’ startle–eyeblink 
responses to Black versus White faces. In our 
study, we identifi ed participants who responded 
without prejudice for either personal reasons or 
for normative reasons (i.e., to avoid social disap-
proval) or for a combination of these two rea-
sons. Our past work had shown that although all 
people motivated to respond without prejudice 
for personal reasons report positive  explicit  atti-
tudes toward Black people, those who also tend 
to worry about social pressures showed higher 
levels of implicit evaluative bias than those who 
do not (Devine, Plant, Amodio, Harmon-Jones, 
& Vance,   2002  ). Th at is, individuals with a com-
bination of motivations to respond without 
prejudice appeared to be “confl icted”—they are 
explicitly egalitarian yet implicitly biased. 

 We wanted to know whether the “confl ict” 
pattern could be explained by amygdala-based 
processes of race bias. To test this hypothesis 
we examined amygdala responses to Black ver-
sus White faces among participants who were 
motivated to respond without prejudice for per-
sonal or normative reasons, or for both reasons. 
We chose to use startle–eyeblink as an index of 
amygdala activity because it is capable of mak-
ing temporally precise measurements, compared 
with the relatively slow hemodynamic response 
assessed by fMRI. Because the automatic acti-
vation of race bias is known to occur within a 
few hundred milliseconds following exposure to 
a target of bias, precise timing was critical. Th e 
startle–eyeblink measure works on the princi-
ple that people are more easily startled to a loud 
noise when they are in an aversive state and less 
easily startled when they are in an appetitive 
state, compared with baseline (Lang et al.,   1990  ). 
For example, if you were sitting in a dark theater 
watching a horror movie and someone snapped 
their fi ngers behind your head, you’d likely jump 
in your seat. But if you were watching a love 
scene, which would presumably elicit an appeti-
tive state, you would probably barely notice the 
fi nger snap. 

visual and auditory information is relayed by the 
thalamus via a single synapse to the amygdala for 
initial processing, whereas slower, more elabora-
tive processing continues throughout the cortex 
(LeDoux, Cicchetti, Xagoraris, & Romanski, 
  1990  ). Th is “quick and dirty” detection quality 
provides an important mechanism for survival, 
but at the same time, the amygdala’s response to 
particular stimuli is relatively resistant to change 
and prone to generalization (Bouton,   1994  ). Th e 
amygdala and its associated subcortical struc-
tures orchestrate adaptive behavioral responses, 
such as inhibition and approach/withdrawal, 
through multiple connections to brain stem 
structures, the thalamus, hypothalamus, basal 
ganglia, and medial prefrontal cortex (mPFC; 
Davis & Whalen, 1998).   

 Initial fMRI studies provided preliminary 
evidence for the link between implicit preju-
dice and the amygdala (Hart et al.,   2000  ; Phelps 
et al.,   2000  ). Phelps et al. (  2000  ) found that the 
diff erence in amygdala activity in response to 
viewing Black vs. White faces was related to two 
other “implicit” measures of bias:  (1)  the Implicit 
Associations Test (IAT; Greenwald, McGhee, 
& Schwartz,   1998  ), a behavioral task assessing 
evaluative associations with Black versus White 
faces, and  (2)  the startle–eyeblink response 
to Black versus White faces, which provides a 
physiological index of amygdala activity (Lang, 
Bradley, & Cuthbert,   1990  ). However, Phelps et 
al. (  2000  ) did not fi nd a main-eff ect diff erence in 
amygdala to Black versus White faces. Similarly, 
Hart et al. did not observe a race eff ect on amyg-
dala activity during the fi rst block of trials but 
found that amygdala responses to Black faces 
habituated more slowly than responses to White 
faces in later trials. Nevertheless, these exciting 
discoveries threw the door open for research-
ers interested in the neural underpinnings of 
implicit and explicit racial biases. 

 Around the same time, social psychologists 
were already beginning to apply models of ani-
mal and human neuroscience to address some 
elusive theoretical questions about implicit race 
bias: Is implicit prejudice an emotional process 
that is fundamentally diff erent from other types 
of associative learning (e.g., semantic associa-
tions)? Can individual diff erences in amygdala 



SELF-REGULATION IN INTERGROUP RELATIONS 105

 Subsequent research has shown similar 
eff ects using fMRI. Cunningham et al. (  2004  ) 
circumvented the issue of slow timing in fMRI 
by presenting pictures of Black and White faces 
to participants for only 30 milliseconds, imme-
diately followed by a colored shape, so that par-
ticipants were not aware of having seen a face. 
Participants’ task was to classify the shape as 
appearing on the left  or right side of the mon-
itor. Th e authors observed greater amygdala 
activity associated with the presentation of 
Black faces than White faces. Whereas Amodio 
et al. (  2003  ) established the automaticity of their 
eff ect by measuring amygdala activity within 
milliseconds of its activation, before deliber-
ative control could be engaged, Cunningham 
et al. (  2004  ) established automaticity by using 
very fast presentations of faces that were 
intended to preclude control. Additional stud-
ies have further corroborated these fi ndings 
(e.g., Lieberman, Hariri, Jarcho, Eisenberger, 
& Bookheimer,   2005  ; Wheeler & Fiske,   2005  ), 
which taken together suggest that our under-
standing of implicit prejudice may be enhanced 
by considering its relation to other functions 
ascribed to the amygdala, such as classical fear 
conditioning, arousal, and vigilance. 

     DIFFERENT MECHANISMS FOR IMPLICIT 
STEREOTYPING VS. IMPLICIT PREJUDICE?   

 Much research has examined the neural basis 
of implicit evaluative bias, but few studies have 
examined implicit stereotypes. In the social 
psychological literature, stereotypes refer to 
the “cognitive” component of racial bias and 
typically correspond to sets of trait attributes 
ascribed to a social group (Fiske,   1998  ). Th e 
notion of independent aff ective and semantic 
components of person perception has a long 
history in social psychology (Abelson, Kinder, 
Peters, & Fiske,   1982  ; Allport,   1954  ; Park & Judd, 
2004; Zajonc,   1980  ), and previous work has 
noted that this distinction may be represented 
in implicit processes (Dovidio, Evans, & Tyler, 
  1986  ; Greenwald & Banaji,   1995  ; Kawakami, 
Dion, & Dovidio,   1998  ; Rudman, Ashmore, & 
Gary,   2001  ; Wittenbrink, Judd, & Park,   1997  , 
  2001  ). However, research has not yet advanced 

 Th e startle response is refl exive—that is, 
hard-wired and very diffi  cult to suppress—and 
animal research has determined that this eff ect 
is modulated by the amygdala (Davis,   2006  ). 
One component of the whole-body startle refl ex 
is the defensive eyeblink, and in humans, the 
magnitude of one’s startle–eyeblink response 
can be assessed by measuring the contraction 
of the muscle surrounding the eye (orbicularis 
oculi) using surface electrodes. An important 
advantage of the startle–eyeblink index of amyg-
dala activity is that it specifi cally indexes activ-
ity in the central nucleus of the amygdala—the 
region involved in fear processing. fMRI mea-
sures cannot clearly diff erentiate activity in the 
central nucleus from activity in other regions, 
such as the basal nucleus, which is involved in 
instrumental approach-related responses to 
positive as well as negative stimuli (Holland 
& Gallagher,   1999  ). Th us, the startle–eyeblink 
method is best suited for assessing amygdala 
activity associated with fear-related processing. 

 In our study, people viewed faces of Black, 
White, and Asian males and occasionally heard 
a  startle probe , which was a very loud (96 dB) 
and short (50 ms) blast of white noise, deliv-
ered through headphones. Th e idea was that if 
seeing a picture of a Black person’s face elicited 
negative aff ect, the probe should elicit a stron-
ger blink when it occurs during the viewing of 
a Black person’s versus a White person’s face. 
We found that, as suspected, the “confl icted” 
participants showed larger startle–eyeblink 
responses to Black (vs. White) faces than those 
who responded without prejudice for purely 
personal reasons. Th is pattern emerged in 
eyeblink responses occurring as early as 400 
milliseconds following the onset of a face 
picture and was very strongly pronounced in 
responses occurring 4000 milliseconds into 
picture-viewing. Hence, we concluded that 
an important source of the “confl ict” in these 
individuals was the automatic activation of 
amygdala-based aff ective associations with 
Black people. More broadly, this study was the 
fi rst to demonstrate a signifi cant increase in an 
index of amygdala activity in response to Black 
faces compared with White faces across par-
ticipant groups. 
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systems that are expressed through diff erent sets 
of response channels (Amodio,   2008  ). For exam-
ple, Amodio and Devine (  2006  ) demonstrated 
that IAT measures of evaluative racial associa-
tions (in the absence of stereotype content) and 
stereotype associations (in the absence of evalu-
ative content) concerning Black versus White 
faces were uncorrelated. We also showed that lev-
els of implicit prejudice uniquely predicted par-
ticipants’ aff ective judgments of Black people, as 
well as the distance that they decided to sit from 
a Black student’s belongings in a row of chairs 
while waiting to interact with him. By contrast, 
participants’ levels of implicit stereotyping pre-
dicted the extent to which they formed stereo-
type-consistent impressions of a Black student, 
as well as their expectations that a Black activity 
partner would perform in a stereotypic way on 
tests of academic skills and sports trivia. Th ese 
behavioral fi ndings are consistent with the idea 
that at implicit levels of processing, prejudice, 
and stereotyping refl ect diff erent mechanisms.   

 Despite the attention given to identifying the 
neural mechanisms of implicit prejudice, there 
is not currently any published evidence sug-
gesting a neural substrate for racial stereotypes. 
Some research using event-related potentials 
(ERPs) has examined the time-course of brain 
activity associated with stereotype process-
ing (Bartholow et al.,   2001  ) and with concep-
tual categorizations made on the basis of race 
(Amodio, 2010; Correll, Urland, & Ito,   2006  ; Ito 
& Cacioppo, 2001; Ito & Urland,   2003  ). In these 
studies, ERP measures of attentional processes 
suggest that stereotyping and categorical pro-
cesses are evident within 200 milliseconds of 
the presentation of a face. However, additional 
research is needed to examine neural substrates 
specifi c to implicit stereotyping  per se , such as 
neural systems involved in implicit semantic 
memory as suggested by Amodio and Devine 
(  2006  ). By elucidating these potentially disso-
ciable mechanisms of implicit race bias, dual-
process accounts may be refi ned to account for 
how implicit prejudice and stereotyping are 
acquired via diff erent modes of operation, how 
they are expressed through diff erent response 
channels, and how they may be extinguished 
through diff erent procedures. 

a theoretical framework to describe the dis-
tinct mechanisms of implicit prejudice versus 
implicit stereotyping or the nature of their rela-
tionship. In this section, I describe how a social 
neuroscience approach may be useful for eluci-
dating such a framework. 

 Several social neuroscience studies have sug-
gested that implicit prejudice involves basic neu-
ral systems for detecting threat and initiating 
rapid behavioral responses (e.g., Amodio et al., 
  2003  ; Cunningham et al.,   2004  ; Lieberman et al, 
  2005  ; Wheeler & Fiske,   2005  ). On the other hand, 
implicit stereotypes involve relations between 
symbolic representations of abstract concepts 
and may function to bias judgments and to orga-
nize behavior (Allport,   1954  ; Dovidio et al.,   1996  ; 
Dovidio, Esses, Beach, & Gaertner,   2004  ; Fiske, 
  1992  ). Th e ability to form conceptual represen-
tations is a higher-order cognitive capacity, and 
neuroscience research on conceptual priming 
suggests this type of processing is associated with 
regions of neocortex in the temporal lobe and 
posterior left  prefrontal cortex (PFC, Fig.   7–2  ; 
Gabrieli,   1998  ). Importantly, implicit conceptual 
associations primarily rely on neocortex, whereas 
implicit aff ective associations rely on subcortical 
structures such as the amygdala (Squire & Zola, 
  1996  ). On the basis of the neuroscience literature, 
I have argued that implicit prejudice and implicit 
stereotypes refl ect distinct underlying memory 

 

DLPFC

VLPFCLateral Temporal

   Fig. 7–2    Lateral view indicating temporal lobe 
and prefrontal cortex (PFC). Regions of dorsal 
and ventral lateral prefrontal cortex (dlPFC and 
vlPFC) have been associated with the controlled 
processing, and left  PFC has been linked to seman-
tic processes that play a role in stereotyping.   
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deliberatively and without time constraints, such 
as in verbal or written self-reports (Fazio,   1999  ). 
However, many behaviors are relatively nondeli-
berative and are enacted under time constraint, 
such as during the rapid exchange in an ani-
mated social interaction or when making snap 
judgments about a person (e.g, Willis & Todorov, 
  2006  ). Social psychological models generally 
assume that such nondeliberative behaviors are 
driven by automatic processes, yet the complex-
ity of such behaviors suggests that a considerable 
degree of regulation may be at play. Th e social 
neuroscience approach to understanding con-
trol in the context of race bias has been useful for 
unpacking aspects of self-regulation associated 
with more deliberative versus less deliberative 
processes. 

     DETECTING BIAS AND ENGAGING 
CONTROL   

 In traditional models of self-regulation, control 
begins when an individual detects that bias is 
present. But what draws one’s attention to the 
presence of bias in the fi rst place? Although not 
explicitly stated, most dual-process theories 
in social and cognitive psychology assume a 
homuncular initiator of control—the idea being 
that a “little man” inside our head tells us when 
control is needed. As a solution to the “homun-
culus” problem of control, Botvinick, Braver, 
Barch, Carter, and Cohen (  2001  ) proposed that 
there are independent cognitive systems for 
 (1)  determining when control is needed and  
(2)  implementing intended behavior. In this 
model, it is assumed that several diff erent 
response tendencies are oft en simultaneously 
activated in the brain in response to both inter-
nal and external cues. When two or more acti-
vated tendencies imply diff erent behavioral 
responses, there is confl ict in the system. Th e 
fi rst component of the Botvinick et al.’s (  2001  ) 
model of control monitors the degree of confl ict 
in this system. As the degree of confl ict rises, a 
second, regulatory system is engaged to orches-
trate deliberative forms of control. Across several 
fMRI and ERP studies, confl ict monitoring has 
been associated with activity of the dorsal ante-
rior cingulate cortex (dACC) and the regulatory 

 One important area of implicit social cog-
nition that has not yet been explored concerns 
motor skill learning procedural memory (e.g., 
habit or skill learning)—the process through 
which repeated motor associations become 
automatized independently of explicit knowl-
edge (Knowlton, Mangels, & Squire,   1996  ). 
Neural mechanisms for procedural memory 
have been dissociated from those of explicit 
knowledge, such that procedural memory 
is associated with activity in the basal gan-
glia, whereas explicit knowledge is associated 
with activation of the hippocampus (Foerde, 
Poldrack, & Knowlton,   2006  ). As prejudice 
researchers begin to focus more on the behav-
ioral sequelae of implicit racial biases, it will 
be important to consider how implicit systems 
for motor learning interact with systems for 
implicit aff ective and semantic associations. 
For example, mechanisms of skill learning are 
especially important given that most social psy-
chological assessments of implicit bias are made 
using behavioral tasks that involve repeated 
motor associations. Although the mechanism 
of motor skill learning may not be very infor-
mative to the constructs of implicit evaluation 
and stereotyping  per se , it will likely inform 
interpretations of participants’ performance on 
behavioral measures of implicit race bias. 

     NEURAL MECHANISMS FOR CONTROL IN 
THE CONTEXT OF RACE   

 Once implicit racial biases are activated, how are 
they controlled? To override any unwanted infl u-
ences of bias on one’s behavior, one must engage 
self-regulation processes that involve cogni-
tive control (Devine,   1989  ; Macrae et al., 1994; 
Monteith,   1993  ; Gilbert & Hixon,   1991  ; Fazio, 
  1990  ). Past social psychological models of con-
trol have focused on deliberative aspects of self-
regulation (Ajzen & Fishbein,   2000  ; Wegener & 
Petty;   1997  ; Wilson & Brekke,   1994  ). Th ese mod-
els assume that control is initiated intention-
ally—that is, a person must consciously notice 
the presence of a biasing infl uence and then 
decide to take compensatory measures. In gen-
eral, such models describe self-regulatory pro-
cesses that operate when responses are be made 
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face. Our research focused on the role of the 
ACC in response control on this task. Past work 
has shown that a specifi c component of the 
ERP called the error-related negativity (ERN) 
indexes activity of the ACC related to confl ict 
monitoring (Gerhing et al.,   1993  ; van Veen & 
Carter,   2002  ; Yeung, Botvinick, & Cohen,   2004  ). 
Th erefore, we measured the amplitude of the 
ERN wave when participants failed versus suc-
ceeded in controlling their automatic tendency 
to classify tools as guns following a Black face. 
By using an ERP measure of ACC activity, we 
could examine changes in neural activity on the 
order of milliseconds and thus study the timing 
of the confl ict monitoring process as it unfolded 
during the course of a response. 

 Despite their motivation to respond without 
bias, participants in our study made a dispropor-
tionate number of errors on trials that required 
stereotype inhibition. In other words, when a 
Black face prime was followed by a tool, par-
ticipants had trouble overriding their automatic 
tendency to stereotype and oft en pressed “gun” 
erroneously. Nevertheless, when participants 
made this type of error, their ERN responses 
were larger than when they made errors on other 
types of trials, suggesting that at some level of 
processing, their confl ict-monitoring systems 
were detecting a heightened degree of confl ict 
caused by the unwanted stereotypic response 
tendency (Fig.   7–4  ). When the intended (i.e., cor-
rect) response was congruent with the automatic 
tendency, such as when Black face primes were 
followed by pictures of guns, ERN amplitudes 
were relatively low. Th ese fi ndings demonstrated 
a dissociation between confl ict-monitoring and 
regulatory aspects of control in the context of 
race bias, providing evidence that prejudice 
control is a multicomponent process and that 
the detection of bias does not require delibera-
tive processing (as suggested by previous social 
psychological models of control). Th e pattern of 
ERN responses was replicated by another ERP 
component linked to the ACC, the N2, that 
occurs approximately 100 to 200 milliseconds 
before a successfully controlled response. Th ese 
N2 results revealed that confl ict-monitoring 
levels were also higher just prior to the suc-
cessful control of automatic stereotype eff ects. 

system has been linked to activity in the dorso-
lateral (dl)PFC (Fig.   7–3  ; Botvinick et al.,   1999  ; 
Carter et al.,   1998  ; van Veen & Carter,   2002  ).   

 Social neuroscientists interested in preju-
dice have applied the confl ict monitoring model 
to address mechanisms of prejudice control 
(Amodio et al.,   2004  ; Richeson et al., 2003). 
Previous models of prejudice control posit that 
failures to respond without prejudice result 
from a person’s failure to override a prejudiced 
response, because of a lack of motivation and/
or cognitive resources. By contrast, the confl ict 
monitoring model suggests that failures to con-
trol bias might result because confl ict was not 
detected in the fi rst place. To test this hypoth-
esis directly, my colleagues and I (Amodio et al., 
  2004  ) measured ERPs as participants completed 
the weapons identifi cation task (Payne,   2001  ). 
In each trial in this task, a Black or White face 
prime is presented briefl y (200 ms), followed by 
a target picture of either a handgun or handtool. 
Participants are instructed to categorize the tar-
get as a gun or tool irrespective of the prime. 
Previous research has shown that the presenta-
tion of a Black face facilitates the identifi cation 
of guns and interferes with the identifi cation 
of tools (Payne,   2001  ). Th at is, Black faces acti-
vate a prepotent stereotypic association with 
guns, and participants oft en fail to inhibit this 
automatic tendency, such that they erroneously 
identify tools as “guns” aft er seeing a Black 

 

dACC

rACC/
mPFC

   Fig. 7–3    Medial view of the brain illustrating the 
dorsal anterior cingulate cortex (dACC), medial 
prefrontal cortex (mPFC). Th e shaded areas of 
these regions are those typically activated in 
studies of prejudice control and person percep-
tion described in the text.   



SELF-REGULATION IN INTERGROUP RELATIONS 109

     EXPLAINING INDIVIDUAL DIFFERENCES IN 
THE ABILITY TO EFFECTIVELY REGULATE 
RACIAL RESPONSES   

 For the social psychologist, the primary appeal 
of the social neuroscience approach is that it 
promises to illuminate diffi  cult social psycho-
logical questions from new angles. Having 
identifi ed confl ict monitoring as an important 
component in the regulation of prejudice, the 
next step was to apply the confl ict monitoring 
framework to address phenomena that have 
been diffi  cult to explain with more traditional 
models of control. One such phenomenon is 
the oft -observed fi nding that some egalitar-
ian individuals have diffi  culty regulating their 
behavioral expressions of bias, whereas others 
who report equally egalitarian attitudes are 
more eff ective (Amodio et al.,   2003  ; Devine et 
al.,   2002  ; Devine et al.,   1991  ; Monteith et al., 
  1993  ). My colleagues and I have hypothesized 
that variability in egalitarians’ ability to inhibit 
expressions of automatic race bias may relate 
to the sensitivity of their confl ict monitoring 
systems. As described above, previous research 
suggests that these “good” and “poor” regulators 
of bias can be identifi ed by their motivations to 
respond without prejudice. Among individu-
als motivated to respond without prejudice for 

Finally, we found that the magnitude of par-
ticipants’ ERN response on trials that required 
stereotype inhibition was strongly correlated 
with behavioral estimates of controlled pro-
cessing (derived using the process-dissociation 
procedure; Payne,   2001  ; Jacoby,   1991  ), as well as 
behavioral accuracy on trials requiring stereo-
type inhibition. Th at is, participants with more 
sensitive confl ict-monitoring systems were gen-
erally better at inhibiting stereotypes through-
out the task.   

 Th e role of confl ict-related ACC activity in 
prejudice control and its relation to lower lev-
els of race-biased behavior has since been rep-
licated in subsequent ERP research (Amodio, 
Devine, & Harmon-Jones,   2008  ; Amodio, 
Kubota, Harmon-Jones, & Devine,   2006  ). 
Although fMRI studies have not yet shown 
a relationship between confl ict-related ACC 
activity and behavioral control of race bias, 
some research has shown that simply viewing 
faces of Black individuals elicits greater ACC 
(and PFC) activity compared with viewing 
faces of White individuals (Cunningham et al., 
  2004  ; Richeson et al., 2003). Future research 
is needed to determine whether activations 
elicited by viewing faces might be related to 
controlled processing and the regulation of 
responses to race. 
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(i.e., Black-tool trials) than poor regulators. Was 
this eff ect to the result of diff erences in confl ict 
monitoring? Indeed, good regulators showed 
signifi cantly larger ERN amplitudes than poor 
regulators on trials requiring the inhibition 
of automatic stereotypes but did not diff er on 
trials that did not require stereotype inhibi-
tion (Fig.   7–5  ; Amodio et al.,   2008  ). Additional 
analyses showed that ERN amplitudes mediated 
the eff ect of regulation group on controlled pro-
cessing and response accuracy. Th us, we found 
that the confl ict monitoring mechanism for ini-
tiating controlled processes accounted for the 
puzzling fi nding that some egalitarians were 
more eff ective in responding without bias than 
others.   

     MECHANISMS FOR REGULATING BIAS 
ACCORDING TO INTERNAL VERSUS 
EXTERNAL CUES   

 A hallmark of the social psychological approach 
is an emphasis on the power of the situation. For 
example, normative infl uences, such as pres-
sure from peers or authority fi gures, can have 
profound eff ects on the ways people think and 
behave (Asch,   1956  ; Cialdini & Trost,   1998  ), and 
modern normative standards proscribe expres-
sions of racial bias (Crosby et al.,   1980  ; Plant 

primarily personal (internal) reasons, those who 
are also concerned about external social pres-
sures tend to express greater bias on behavioral 
and physiological measures than those who are 
not concerned with external pressures (Amodio 
et al.,   2003  ; Devine et al.,   2002  ). 

 To test the hypothesis that the ability to 
eff ectively inhibit race bias among egalitarian 
individuals is related to confl ict-monitoring, 
we recruited participants matching the “good 
regulator” and “poor regulator” profi les on the 
basis of their internal and external motivations 
to respond without prejudice (Plant & Devine, 
  1998  ) and recorded ERPs as they completed 
the weapons identifi cation task. Both groups 
showed equivalent (and signifi cant) levels of 
automatic stereotyping in their behavior on the 
task (although these groups are known to dif-
fer in levels of implicit evaluation; Amodio et 
al.,   2003  ; Devine et al.,   2002  ). Both groups also 
reported positive explicit attitudes toward Black 
people (Brigham,   1993  ), and thus both needed to 
inhibit automatic stereotypes to respond in line 
with explicit beliefs. But as suggested by past 
fi ndings (e.g., Devine et al.,   2002  ), good regula-
tors exhibited greater controlled processing on 
the task, as indicated by process—dissociation 
estimates, and responded more accurately on 
trials requiring the inhibition of stereotypes 
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in orbital frontal cortex). Although this body 
of research has not emphasized a regulatory 
role for these medial frontal activations, my 
colleagues and I have hypothesized that these 
more anterior regions of mPFC may be impor-
tant for externally driven forms of self-regu-
lation, in contrast to dACC regions linked to 
confl ict among internal cues for self-regulation 
(Amodio et al.,   2006  ). We tested this hypothe-
sis by measuring ERPs while participants com-
pleted the weapons identifi cation task either  (1)  
in private or  (2)  while being observed (via video 
monitor) by an experimenter for signs of preju-
dice. As in past work, the ERN component was 
taken as an index of confl ict-monitoring pro-
cesses. To assess activation of the rACC/mPFC, 
we examined the error-positivity (P e ) wave—a 
positive-polarity ERP component that imme-
diately follows the ERN and is strongest at 
fronto-central scalp sites (Fig.   7–6a  ). Past work 
has localized this wave to the rACC and neigh-
boring regions of mPFC (Hermann et al.,   2004  ; 
Nieuwenhuis et al.,   2001  ; van Veen & Carter, 
  2002  ). Th e P e  has a slower time-course than the 
ERN—it peaks approximately 200 milliseconds 
following an error response—and has been 
associated with the conscious perception of an 
unintended response. Furthermore, its puta-
tive neural generator in the rACC/mPFC sug-
gests stronger connections to areas of the brain 
linked to theory of mind, social cognition, and 
reward processing, whereas the dACC is more 
richly connected to regions of brain linked to 
attention and motor control (Amodio & Frith, 
  2006  ).   

 Given the distinctions in connectivity 
between the dorsal and rostral regions of the 
ACC and mPFC, we expected that behavioral 
control driven by one’s internal (personal) 
motivations would relate to confl ict-monitor-
ing and thus dACC activity, as indicated by 
the ERN. We expected that behavioral control 
motivated by social pressures would also be 
associated with more complex social cognitive 
processing and thus rACC/mPFC activity, as 
indicated by the P e . All participants reported 
being personally motivated to respond with-
out bias, such that they would make a strong 
eff ort to inhibit the infl uence of stereotypes 

et al.,   2003  ). Although traditional social psy-
chological models do not distinguish between 
mechanisms underlying internal versus external 
forces on behavior (cf. Carver & Sheier,   1978  ), 
several diff erent lines of research suggest that 
internal and external impetuses for control may 
involve diff erent processes. In the intergroup lit-
erature, individual diff erences in the strength of 
personal and normative motivations to respond 
without prejudice tend to be independent 
(Dunton & Fazio,   1997  ; Plant & Devine,   1998  ). 
Research on motivation has identifi ed diff er-
ent qualities of behavior motivated by personal 
versus normative reasons, such that personally 
motivated behaviors tend to be more stable and 
consistent than normatively motivated behav-
iors (Deci & Ryan,   2000  ; Ryan & Connell,   1989  ). 
Deci and Ryan’s theory concerning diff erent 
motivations for behavior (Self-Determination 
Th eory; Deci & Ryan,   2000  ) has been applied 
to explain individual diff erences in implicit and 
explicit expressions of race bias (Amodio et al., 
  2003  ;   2008  ; Devine et al.,   2002  ). In light of these 
fi ndings, my colleagues and I have considered 
the possibility that internally and externally 
driven forms of control may involve diff erent 
underlying mechanisms related to distinct neu-
ral processes (Amodio et al.,   2006  ). 

 Interestingly, the notion that behaviors may 
be regulated by either internal or external impe-
tuses for control has not been addressed by the 
neuroscience literature. A survey of literature 
on confl ict monitoring reveals that most, if not 
all, studies have focused exclusively on inter-
nally driven forms of control in the absence of 
external social pressures (i.e., in most cognitive 
neuroscience studies, tasks are completed in a 
private room with minimal social interaction). 
However, recent neuroscience studies on empa-
thy and mentalizing are relevant to this issue 
because they concern the way an individual 
processes information about others (Frith & 
Frith,   1999  ). In studies of empathy and mental-
izing, these externally oriented processes are 
typically associated with activity in regions of 
the mPFC and rostral (r)ACC (Fig.   7–3  ; Amodio 
& Frith,   2006  ; Harris, Todorov, & Fiske,   2005  ; 
Mitchell, Banaji, & Macrae,   2005  ; Singer et al., 
  2004  ;  see also  Greene et al.,   2001  , for activations 
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conditions and for all participants, consistent 
with the idea that internal cues are always 
present. However, as hypothesized, the P e  
wave emerged as a strong predictor of control 
among participants in the public response 
condition who reported being highly sensi-
tive to external pressures (Fig.   7–6  ). An addi-
tional set of analyses confi rmed that the ERN 
and P e  waves infl uenced behavior by aff ecting 
controlled, but not automatic, forms of pro-
cessing. Overall, this pattern of fi ndings pro-
vided initial evidence that internally versus 
externally driven forms of prejudice control 
arise from independent neural mechanisms 

on their responses. In addition, we preselected 
participants who reported being either high 
or low in sensitivity to external (normative) 
pressures to respond without prejudice, using 
Plant and Devine’s (  1998  ) scale. Th is way, 
we could test the strong hypothesis that the 
rACC/mPFC, as indicated by the P e  wave, is 
important for regulating behavior on the basis 
of external social cues, only for people sensi-
tive to such cues. 

 Results showed that ERN and P e  ampli-
tudes were uncorrelated across participants. 
As in past research, larger ERNs predicted 
a pattern of less-biased responding across 
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     INHIBITING UNWANTED RACIAL BIASES   

 Th e concept of inhibition has a long history in 
psychology and philosophy. Descartes famously 
believed that humans should strive to inhibit 
the base urges of the body, and Freud’s psycho-
dynamic approach to therapy centered on an 
individual’s ability to inhibit unwanted drives 
and fantasies. Th e emphasis on inhibition as a 
component of control continues to be a major 
theme in modern psychology, including in 
popular social psychological models of control 
(e.g., Bodenhausen & Macrae,   1998  ; Monteith, 
Sherman, & Devine,   1998  ; for a discussion of 
alternative views,  see  Botvinick et al.,   2001  ; 
D. Gilbert, 1998). Research on inhibitory 
mechanisms in the brain has focused on the 
right ventrolateral PFC (vlPFC; also, inferior 
frontal cortex). Initial fi ndings from studies of 
patients with lesions in these areas suggested 
that the right vlPFC is uniquely associated with 
performance on response inhibition tasks such 
as the stop-signal task and Wisconsin card-
sorting task (Aron, Robbins, & Poldrack,   2004  ). 
Applying this model to the regulation of race 
bias, Lieberman et al. (  2005  ) examined changes 
in vlPFC activity in the context of race-biased 
responding using fMRI. Participants in this 
study viewed faces of White or Black individuals 
presented in the center of the computer screen. 
At the bottom of the screen, participants viewed 
either two faces (one Black and one White face) 
or two group labels (“African American” or 
“Caucasian”), positioned on the left  and right 
sides. Participants matched the centered face to 
one of the faces or group labels presented below. 
Lieberman et al. (  2005  ) reasoned that matching 
a face with a symbolical lexical representation of 
the group requires more complex cognitive pro-
cessing than matching pictorial representations 
of faces. Moreover, the authors argued that the 
process of labeling involves the active inhibition 
of automatically activated aff ective responses 
to faces. Consistent with this reasoning, par-
ticipants in this study showed greater amygdala 
activity when matching faces of Black versus 
White people but showed no amygdala eff ects 
when matching labels. By comparison, match-
ing labels of Black faces elicited signifi cantly 

associated with the dACC and rACC/mPFC, 
respectively. More broadly, this work is 
unique in that it suggests a regulatory role of 
the mPFC, beyond the information process-
ing function typically ascribed to this region. 
Nevertheless, because our ERP measures 
were not well-suited for identifying the spe-
cifi c neural structures underlying the eff ects, 
additional fMRI research will be needed to 
confi rm our theorized regulatory role of the 
dACC and rACC/mPFC regions. 

     MECHANISMS FOR IMPLEMENTING 
INTENTIONAL RESPONSES   

 Once the need for control is detected by moni-
toring processes, additional mechanisms of 
executive function are activated to override 
unwanted impulses with intentional responses. 
Generally speaking, executive function refers 
to a set of processes for implementing inten-
tional behavior, most of which have been 
linked to regions of lateral PFC (Baddeley, 
  1986  ; Botvinick et al.,   2001  ; Miller & Cohen, 
  2001  ; Shallice,   1982  ). However, it is notable that 
the same regions of PFC associated with cog-
nitive control have been associated with a long 
list of functions, including working memory, 
episodic retrieval, rehearsal, semantic monitor-
ing, motivational orientation, and attentional 
gating, to name a few (S. Gilbert et al.,   2006  ). 
Although the specifi c regions of PFC activated 
by tasks that engage these diff erent processes 
are sometimes distinguishable, they are oft en 
highly overlapping. Th erefore, the observation 
of lateral PFC activity is not in itself diagnos-
tic of a specifi c process (Cacioppo et al.,   2003  ; 
Poldrack,   2006  ), and researchers must be care-
ful to validate their interpretations of PFC 
activity as refl ecting control by showing that 
it predicts actual behavioral control or is cor-
related with individual diff erences in motiva-
tions to control. In all likelihood, the range of 
processes linked to lateral PFC corresponds to 
some aspect of organizing and implementing 
deliberative and intentional responses. With 
this issue in mind, I now turn to the roles of 
prefrontal cortical regions involved in the reg-
ulation of race bias. 
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found that exposure to Black (vs. White) faces 
elicited activations of the ACC and dlPFC (but 
not the amygdala) in their White participants, 
which the authors interpreted as spontaneous 
eff orts to exert control when viewing a Black 
face. Following the fMRI scanner task, these 
participants interacted with a Black experi-
menter and then, under instruction of a White 
experimenter, completed a standard Stroop col-
or-naming task. Richeson et al. (2003) hypoth-
esized that any self-regulatory eff ort expended 
during the interaction, presumably to inhibit 
signs of race bias, would deplete participants’ 
cognitive resources, leaving them to perform 
more poorly on the Stroop task. Indeed, par-
ticipants who exhibited greater PFC activity 
while viewing Black faces performed worse 
on the Stroop task following the interracial 
interaction. 

 Similarly, participants in a study by 
Cunningham et al. (2004) viewed faces of White 
and Black individuals and indicated whether 
the image appeared on the right or left  side of 
the screen. When faces were clearly visible (i.e., 
presented for 525 ms), Black faces activated the 
ACC and some dlPFC areas more than White 
faces. Given that these regions have been impli-
cated in aspects of control in past research, it 
is possible that these activations related to the 
control of prejudice. However, because these 
activations were not correlated with partici-
pants’ self-reported prejudice attitudes or with 
a behavioral index of control, the role of the 
PFC in the control of a prejudiced response was 
ambiguous. 

 Th e fi ndings of Richeson et al. (2003) and 
Cunningham et al. (  2004  ) are consistent with 
the idea that the PFC is related to controlled 
forms of processing, but additional research 
is needed to show that these activations are 
directly related to the control of prejudice. 
Indeed, few studies to date have reported a 
direct link between PFC activity and the regu-
lation of bias and controlled patterns of behav-
ior. With this issue in mind, my colleagues 
and I recently used an EEG measure of dlPFC 
activity (cf. Pizzagalli, Sherwood, Henriques, 
& Davidson,   2005  ) to examine the role of this 
brain region in the behavioral regulation of 

greater vlPFC activity compared with matching 
labels of White faces, and the degree of vlPFC 
activation during labeling was negatively cor-
related with amygdala activation in response to 
Black faces, suggesting that vlPFC may actively 
inhibit implicit prejudice responses ( see also  
Cunningham et al.,   2004  ). 

     IMPLEMENTING INTENDED EGALITARIAN 
RESPONSES   

 Th e most important component of prejudice 
control is the implementation of an intended, 
nonbiased response, because in the end, it is 
one’s behavior that leads to discrimination. 
It is worth noting that that phrase “prejudice 
control” may be misleading, as it connotes the 
promotion of more favorable responses toward 
Black individuals rather than a lack of bias. 
However, a truly egalitarian response is one 
that is unaff ected by bias (e.g., Fiske & Neuberg, 
  1990  ), and thus  prejudice control  represents the 
ability to respond in an intentional (e.g., accu-
rate) manner irrespective of the potentially 
biasing eff ects of automatic prejudices and ste-
reotypes (Payne,   2005  ; Amodio et al.,   2008  ). 
Given research suggesting that frontal cortical 
regions are particularly well-designed for reg-
ulating behavior, but not so eff ective at regu-
lating thoughts or emotions, I defi ne prejudice 
control more specifi cally as the implementation 
of intentional behavioral responses .  

 As in the cognitive and aff ective neurosci-
ence literatures, social neuroscience research 
on controlled processes in the context of race 
has focused on the dlPFC (Fig.   7–2  ; Amodio, 
in press; Amodio et al.,   2003  ,   2004  ; Bartholow, 
Dickter, & Sestir,   2006  ; Cunningham,   2004  ; 
Richeson et al., 2003). Amodio et al. (  2003  ) 
suggested that lateral and orbital PFC are 
likely to support more intentional aspects of 
racial responses, on the basis of theorizing in 
cognitive and aff ective neuroscience (Miller 
& Cohen,   2001  ; Rolls,   2000  ), and researchers 
applying confl ict-monitoring theory to issues of 
prejudice control have posited that the dlPFC is 
important for the implementation of a nonprej-
udiced response (Amodio et al.,   2004  ; Richeson 
et al., 2003). For example, Richeson et al. (2003) 
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is, what exactly is being controlled? Th oughts? 
Emotions? Behavior? All of the above? 
Philosophers of the mind and early psycholo-
gists were particularly focused on controlling 
emotions and, to a lesser extent, thoughts (e.g., 
Plato, 1993). Th e focus on regulating thoughts 
and emotions, as opposed to behavior, has 
extended to modern social psychology ( see  
Wegner & Bargh, 1998, for a review). Ironically, 
however, research consistently shows that 
humans are generally unable to regulate their 
emotions (e.g., Gross & Levenson, 1993; Ochsner 
& Gross, 2003) and thoughts (e.g., Wegner,   1994  ; 
Wegner et al.,   1987  ). Similar eff ects have been 
shown in the context of prejudice and stereo-
typing (Macrae et al., 1994; Monteith, Devine, 
& Sherman,   1998  ; Monteith, Spicer, & Tooman, 
  1998  ; Wyer, Sherman, & Stroessner,   1998  ). By 
contrast, research has shown that humans are 
much more eff ective at regulating aspects of 
their behavior, irrespective of their thoughts 
and emotions (e.g., DePaulo,   1992  ; Ekman & 
O’Sullivan,   1991  ). Th e idea that behaviors, but 
not thoughts and emotions, can be eff ectively 
controlled is generally consistent with anatomi-
cal connectivity of the frontal cortex. Although 
largely derived from research on monkey and 
rat brains, anatomical studies suggest that the 
lateral regions of frontal cortex associated with 
control are primarily interconnected to neural 
regions linked to motor activity (e.g., motor 
cortex, basal ganglia; Lehéricy et al.,   2004  ) 
but have relatively sparse connections to the 
amygdala (Gabbot et al.,   2005  ; Ghashghaei & 
Barbas,   2002  ). Furthermore, the lateral PFC has 
particularly dense receptor fi elds for dopamine, 
a neurotransmitter important for orchestrat-
ing goal-driven behavior, suggesting that the 
lateral PFC may be more strongly involved in 
orchestrating behavior as opposed to inhibit-
ing thoughts or emotions. Th is issue is particu-
larly important for prejudice reduction eff orts. 
If it turns out that controlled processes per-
tain primarily to behavior, then strategies that 
focus on the regulation of behavior rather than 
unwanted thoughts or emotions may be most 
eff ective (and vice versa). Certainly, the ques-
tion of “what’s being controlled” is complex, and 
prejudice researchers will benefi t from input on 

prejudice (Amodio, Devine, & Harmon-Jones, 
  2007  ). A large body of literature has suggested 
that left  versus right asymmetries in frontal 
cortical activity are associated with approach 
versus withdrawal motivation (Harmon-Jones, 
  2003  ), and we were interested in the roles of 
motivation and PFC activity in the regulation 
of race bias. Using EEG, we measured changes 
in PFC activity just aft er participants realized 
they had responded in a prejudiced manner on 
a task, and then again when they were given an 
opportunity to engage in an activity designed 
to reduce their level of prejudice. In line with 
predictions, we observed a reduction in left  
frontal activity when participants believed they 
had acted in a prejudicial way, suggesting a drop 
in approach motivation. Th is change in frontal 
EEG was correlated with an increase in guilt 
but was unrelated to changes in other emo-
tions (anxiety, sadness, other-directed negative 
emotion, or positive emotion). However, when 
participants were given a chance to redress 
their prejudiced behavior by reading magazine 
articles on how to reduce race bias, left  frontal 
activity was increased. Importantly, a stron-
ger interest in prejudice-reduction activities 
was associated with greater left  frontal activity, 
whereas their desire to engage in other activities 
unrelated to prejudice was not related to brain 
activity. 

 Although Amodio et al. (  2007  ) demon-
strated a relatively direct link between changes 
in dlPFC activity and a behavioral measure of 
prejudice control, this study did not assess the 
role of the dlPFC in controlling responses as 
they unfolded “in the moment.” A more recent 
study used EEG to monitor dlPFC activity while 
participants completed a task requiring the 
control of racial stereotypes (Amodio, 2010). 
As expected, greater left  dlPFC activity during 
the task was associated with stronger atten-
tional orienting to Black versus White faces 
and greater behavioral control over stereotype-
based response tendencies. Th is study provided 
the fi rst clear evidence for the role of the PFC in 
the control of prejudice. 

 It is worth noting that a larger issue in the 
study of prejudice control concerns theoretical 
ambiguity regarding the target of control—that 
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much to determine the correct number but to 
acknowledge that multiple interacting pro-
cesses are at play that may not be easily captured 
by a classic dichotomous view of automaticity 
versus control (Conrey et al.,   2005  ; Sherman 
et al.,   2008  ). By considering how diff erent neu-
rocognitive mechanisms function, interact with 
each other, and infl uence behavior, prejudice 
researchers will continue to refi ne their models 
of intergroup bias in the service of social issues 
as well as science.   
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   Defi ning what is human is complicated. 
Scientifi c inquiry on this abstract topic requires 
an interdisciplinary approach. To present an 
overarching view involves understanding vari-
ous perspectives and some philosophy as well. In 
fact, the study of philosophy oft en begins by ask-
ing the question “What is the mind?” (Appiah, 
  2003  ). Th is question is related to the more 
important question “What is human?” because 
the lay psychological answer oft en is that human 
beings have a mind, or an inner life, and having 
this inner life is what separates human beings 
from other entities. From the initial question 
of what it means to have a mind follows a fur-
ther inquiry: How do I know that I have a mind? 
Descartes’  cogito ergo sum  provides a partial 
answer but begs the question, “How do I know 
that others also think?” All of these philosoph-
ical questions have “the mind” as a subject, and 
we will argue that a failure to consider the mind 
of others is associated with dehumanizing them. 
Th e following philosophical thought experi-
ment provides the premise for our argument and 
sheds some light on this idea. 

 Consider the following scenario borrowed 
from Appiah (  2003  ). Imagine there was a 
machine that looked, felt, sounded like, and did 
everything your mother did. How would you 
be able to tell that this machine was not your 
mother? Th e lay psychological answer is that this 
machine would not have the subjective experi-
ences that your mother can have daily: Th e robot 
would not feel as your mother feels. Th is suggests 

that you think about the mind or “inner life” of 
your mother and use that as a determinant of 
her really being human. Th is may also suggest 
that you distinguish your mother from every-
thing that is not your mother by imagining the 
contents of her mind. Essentially, this question 
and this lay psychological answer help reveal 
 perceived humanity —the psychological process 
of perceiving an entity as human—which is the 
opposite of  dehumanized perception —a failure 
to consider the inner life or mind of another. 

 We can use social neuroscience to under-
stand  dehumanized perception , this failure to 
think about another person’s mind (mentaliz-
ing). Th is extreme form of prejudice entails per-
ceiving a person as less than, not quite, or not at 
all human. Social neuroscience as an interdisci-
plinary approach combines the literature on two 
phenomena central to dehumanized percep-
tion—dehumanization and mentalizing—using 
cognitive and developmental neuroscience, as 
well as social psychology to explore this phe-
nomenon. Social neuroscience also has the 
advantage of being reciprocal in nature; social 
psychological theory makes predictions about 
neuroscience data, and the subsequent results 
can then inform social psychological theory 
and predict behavioral data. Th is allows insight 
into the functional signifi cance of both neural 
systems and abstract psychological concepts. 

 Th is chapter argues that  dehumanized 
perception  may be a psychological response 
to social targets who elicit the negative basic 
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mind as containing both goals and intent. In 
fact, because of people’s ability to calculate dis-
positional attributions, Heider (  1958  ) labeled 
people naïve scientists. Inferring other person-
alities may be viewed as an attempt to gain an 
insight into global warmth or intentionality 
(addressing the friend-foe dimension) and com-
petence (addressing the other’s ability to enact 
those intentions;  see  Fiske, Cuddy, & Glick, 
  2006  ). Th e fi rst personality inference suggests 
the target’s general good or ill intent; the second 
suggests the target’s degree of agency. Inferred 
warmth and competence predict the behavior 
that guides social interaction. 

 Sometimes people would like to judge the 
behavioral tendencies of nonhuman agents as 
well, although they know such agents do not 
have internal mental processes. Consequently, 
people also make dispositional attributions 
to objects (Harris & Fiske,   2008  ), suggesting 
that this mentalizing process is not reserved 
for people. Anthropomorphism and personi-
fi cation of animals and objects possibly refl ect 
this tendency to assume that agents possess 
internal states (Kwan, Gosling, & John, 2003). 
Inferring another’s internal states allows pre-
diction of that other’s actions. Nevertheless, 
most objects are not viewed as having a mind. 
Th erefore a failure to infer a person’s dispo-
sition involves a failure to perform a basic 
cognitive process and hints at  dehumanized 
perception . 

 As the social psychological literature on 
dispositional attributions to social targets 
shows, people automatically infer dispositions 
from even thin slices of behavior (Ambady & 
Rosenthal,   1993  ; Dunning et al.,   1989  ). In addi-
tion, these spontaneous fi rst impressions oft en 
prove to have strong traces in memory and infl u-
ence later judgments of the individual (Todorov 
et al.,   2007  ). Th is rapid mental inference ability 
fi rst appeared in Asch’s (1946) original impres-
sion formation study. Attribution theory within 
social psychology has focused almost exclusively 
on how people make spontaneous dispositional 
attributions about others and the dimensions 
that moderate this eff ect. 

 Perspective-taking, a more conscious men-
talizing, describes the process of intentionally 

emotion disgust ( see  Harris & Fiske,   2006  ). We 
review social neuroscience data showing that 
the medial prefrontal cortex (mPFC)—an area 
implicated in mentalizing and social cogni-
tion—is not as active for these dehumanized 
targets as for other social targets. We then 
review subsequent social psychological predic-
tions generated by the neural data; these data 
show that participants fail to think about the 
minds of these dehumanized targets to the 
same extent as other social targets. Participants 
also describe these dehumanized targets as 
ill-intentioned, inept, unfamiliar, dissimilar, 
strange, and not uniquely human or quite typ-
ically human. We conclude with a discussion 
of some factors that may moderate  dehuman-
ized perception , perhaps relevant to the hope 
of reducing some of the thought processes and 
emotions that underlie human atrocities. 

     MENTALIZING   

 A specifi c type of social cognition involves the 
inference of another’s mind. Commonly referred 
to in the cognitive and developmental neurosci-
ence literature as mentalizing or Th eory of Mind 
(ToM), this cognitive process can be automatic 
or controlled (Frith & Frith,   2001  ). Imagining 
a social target’s mind is infl uenced by informa-
tion inferred from the person, the environment, 
or a third source, such as prior experience. Th is 
research generally has separated people’s under-
standing of other people’s individual dispositions 
(hypothesized to be an early-developing pro-
cess) and their beliefs (hypothesized to develop 
later;  see  Saxe et al.,   2004  ). ToM includes goals 
(inferred from bodily actions), attention (inferred 
from gaze direction), and emotion (inferred from 
others’ expressions). People generally believe 
that goals, like intentions, can predict behavior. 
Intent can also be attributed to animate objects 
(Heider & Simmel,   1944  ), suggesting that the 
process is not reserved for people. Other ToM 
research further separates perceived intent, bio-
logical motion, episodic memory retrieval, and 
decouples mental states from reality (e.g., Frith & 
Frith,   2001  ; Gallagher & Frith, 2003). 

 People also specifi cally infer other personali-
ties, a process that understands a social target’s 
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societal groups as intending either help or harm 
( warmth ) and as capable or not to enact those 
intentions ( competence ; Fiske, Cuddy, & Glick, 
  2006  ; Fiske et al.,   2002  ). Th ese dimensions are 
rooted in classic person perception (Rosenberg, 
Nelson, & Vivekananthan,   1968  ) and diff erenti-
ate out-groups into four low-high warmth x com-
petence clusters. Th e four combinations of the 
competence and warmth dimensions produce 
four distinct emotions toward social groups: 
pride, envy, pity, and disgust ( see  Fig.   8–1  ).   

 Th us, not all out-groups provoke unambiva-
lent animosity. Out-groups stereotyped as either 
competent or warm (but not both) elicit ambiv-
alent emotions, whereas in-groups and allies 
perceived as high on both dimensions receive a 
positive response. Th ese latter responses (pride, 
admiration) assume self-relevant, positive out-
comes and are reserved for the cultural defaults 
(e.g., the middle-class). Out-group prejudices 
occur in the remaining three quadrants, and 
some are worse than others. Moderate preju-
dices are ambivalent, mixing positive and 
negative reactions. In one mixed case, envy 
and jealousy (which resent another’s positive 
outcomes) are elicited by groups stereotyped as 
competent but not warm (e.g., rich people); envy 
admits respect but harbors dislike. In the other 
mixed combination, groups stereotyped as 
warm, but not competent (e.g., elderly people), 
elicit pity and sympathy (emotions reserved for 
people with uncontrollable negative outcomes). 
Pity admits benign reactions but also disre-
spect. Only the most extreme out-groups, the 

inferring another’s internal mental states. Th is 
controlled process moderates conscious and 
unconscious prejudice (Galinsky & Moscowitz, 
2000). In particular, inferring others’ inter-
nal states deactivates stereotypes through the 
greater overlap between self and other, allowing 
the other to seem similar to the self (Galinsky, 
Ku, & Wang, 2005). Th ese eff ects occur in 
both real social groups and minimalist groups 
(Galinsky & Moscowitz, 2000). Prior to this 
work, social psychology had a long history of 
implicating perspective-taking in moral rea-
soning (Kohlberg, 1976), altruism (Batson, 
1991, 1998), and aggression (Richardson et al., 
1994). When people fail to take the perspec-
tive of dehumanized targets, they feel disgust, 
a strictly negative emotion oft en linked to per-
ceived moral violations and subsequent aggres-
sive responses (Haidt et al., 1997). 

 Th e chapter approaches perceived human-
ity through a series of experiments in which 
participants simply view social targets, report 
their own experienced emotion, and comment 
on the targets’ perceived traits. Th e remainder of 
the chapter is organized by type of data, either 
neural or self-report. We fi rst examine the role 
of  neural  activity in person perception, using the 
 Stereotype Content Model (SCM)  to generate pre-
dictions. We then explore both the functional 
signifi cance of  neural  regions and social psycho-
logical  theories of dehumanization  to generate 
hypothesis about the  self-report  data. Finally, if 
 dehumanized perception  is a type of prejudice, 
then moderators of prejudice such as  intergroup 
contact  should relate to  dehumanized perception . 
We test this fi nal hypothesis with  self-report  
data. Th is social neuroscience approach there-
fore utilizes  dehumanized perception  to under-
stand people’s perception of human beings. 

     NEURAL EVIDENCE FOR DEHUMANIZED 
PERCEPTION   

    Stereotype Content Model   

 Th e SCM (Fiske, Cuddy, Glick, & Xu,   2002  ) 
predicts diff erentiated prejudices. It incorpo-
rates a fundamental friend–foe plus capability 
judgment; the SCM proposes that we appraise 
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pretest ratings of these social group members 
representative in the SCM space. 

 Th e neural activity for the each social target 
categorized by emotion was compared to the 
neural activity during the fi xation baseline and 
to each other category in 3:1 contrasts. Only the 
social targets that elicited disgust failed to gen-
erate activity in the mPFC above the fi xation 
baseline and compared to the other social tar-
gets. Th is is an indication of  dehumanized per-
ception —a result that suggests participants do 
not think about the minds of these dehuman-
ized targets to the same extent as other social 
targets. Th ere was also a small but contiguous 
overlap of mPFC voxels in response to the other 
social targets who did activate the area above 
baseline. A region-of-interest analysis of this 
overlap indicated that the eff ect size for activity 
related to dehumanized targets in this area was 
signifi cantly smaller than activity for the other 
social targets. Th is evidence suggests that dehu-
manized targets are processed at a diff erent end 
of the humanized-dehumanized continuum 
compared to all other social targets. 

 Nevertheless, to elicit mPFC activity to dehu-
manized targets, we asked some participants to 
engage in a mentalizing process about the tar-
gets. Participants asked to infer either the veg-
etable preference (like/dislike) or age category 
(over middle-aged/under middle-aged) show 
greater mPFC activity when judging these same 
dehumanized targets’ preference than when 
categorizing them (Harris & Fiske,   2007  ). Th e 
other social targets from the SCM space all elicit 
mPFC activity, regardless of judgment task. All 
this evidence suggests that the functional signif-
icance of the mPFC may relate to the question of 
perceived humanity. We next explore the mPFC 
more closely and test the hypotheses generated 
by its function. 

      EXPERIMENTAL SOCIAL PSYCHOLOGICAL 
EVIDENCE FOR DEHUMANIZED PERCEPTION   

    Medial Prefrontal Cortex   

 Th e mPFC is a large strip of frontal cortex ante-
rior to the cingulate. It functions as a socially 
tuned area of a reward network that indexes 

low-low, receive unabashed disliking and disre-
spect: Groups stereotyped as neither warm nor 
competent elicit the worst kind of prejudice—
disgust and contempt—based on perceived 
moral violations and negative outcomes that 
they allegedly caused themselves. Both people 
and nonhuman agents can elicit disgust, mak-
ing it unique among the SCM emotions, as a 
basic, not-just-social emotion. 

 Th e Behavior from Intergroup Aff ect and 
Stereotypes (BIAS) map predicts behavioral 
orientations to groups based on their per-
ceived warmth and competence (Cuddy, Fiske, 
& Glick,   2007  ). Groups appearing high on both 
SCM dimensions receive active and passive 
facilitation. Th e mixed quadrants receive both 
positive and negative behavior: passive facilita-
tion and active harm go to those who elicit envy, 
whereas active facilitation and passive harm go 
to those who elicit pity. Groups perceived as 
low in warmth and competence and who elicit 
disgust are subjected to both active and passive 
harm—behaviors consistent with historical and 
present day examples of dehumanization. 

     Neural Data   

 Targets from SCM social groups all elicit activity 
in a brain region reliably implicated in mentaliz-
ing and social cognition—the medial prefrontal 
cortex (mPFC;  see  Amodio & Frith,   2006  )—with 
the notable exception of social targets who elicit 
the negative basic emotion disgust (Harris & 
Fiske,   2006  ). Th ese apparently dehumanized 
targets instead elicit activity in two separate 
neural regions, the insula (Harris & Fiske,   2006  ; 
Harris & Fiske,   2009  ) and amygdala (Harris & 
Fiske,   2009  ), consistent with a disgust response. 
In these studies, participants saw pictures of a 
social target for either 2 seconds (Harris & Fiske, 
  2006  ) or 500 milliseconds (Harris & Fiske,   2007  ) 
aft er a 12-second fi xation cross in a slow event-
related design. Th e task was simply to indicate 
via button press which of the four SCM emo-
tions participants felt toward the person: pride, 
envy, pity, or disgust. In both studies, partici-
pants assigned each emotion to the correspond-
ing pictured social target from that respective 
SCM space at a rate well above chance, suggest-
ing that the in-scanner ratings agreed with the 
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2004; Haxby, Gobbini, & Montgomery,   2004  ; 
Leibenluft , Gobbini, Harrison, & Haxby,   2004  ; 
Ochsner et al.,   2004  );  (3)  thinking about the self 
(Macrae et al., 2004);  (4)  personal (vs. imper-
sonal) moral judgments (Greene, Sommerville, 
Nystrom, Darley, & Cohen,   2001  );  (5)  thinking 
about other players in games involving trust and 
second-guessing of their decisions (Gallagher, 
Jack, Roepstorff , & Frith,   2002  ; McCabe, 
Houser, Ryan, Smith, & Trouard,   2001  ; Sanfey, 
Rilling, Nystrom, & Cohen,   2003  ); and  (6)  men-
tally navigating the social versus physical world 
(Kumaran & Maguire,   2005  ) all greater activate 
regions of the mPFC. Although they span a vari-
ety of areas, these studies all require thinking 
about the minds of people. Evidence therefore 
seems to converge on the mPFC as necessary for 
thinking about people and associated mental-
izing processes. 

     Self-Report Data   

 Experimental social psychological evidence also 
shows that people do not think about the mental 
state of dehumanized targets (Harris & Fiske, 
  2009  ). Participants in a between-subjects design 
saw a picture of a social target from one of the 
four quadrants of the SCM space. Participants 
fi rst described a day in the life of the social tar-
get. Participants next rated these social targets 
on a number of dimensions, including ease of 
mentalizing them and ease of inferring their 
disposition. We performed 3:1 contrasts com-
paring the dehumanized targets with the aver-
age response to the three other social targets. 
Participants used fewer verbs that required 
mental state inference (e.g., quench vs. drink) 
to describe the dehumanized targets compared 
to other social agents. Participants also rated 
dehumanized targets as more diffi  cult to men-
talize and to infer dispositions (Harris & Fiske, 
  2009  ). Th is evidence helps demonstrate dehu-
manized perception. 

     Theories of Dehumanization   

 Allport (  1954  ) described dehumanization as the 
worst type of prejudice, excluding out-groups 
from full humanity. Implicit in this and explicit 
in more modern accounts is the idea that extreme 

mentalizing processes and social cognition 
(Harris, McClure, van den Bos, Cohen, & Fiske, 
  2007  ; van den Bos et al.,   2007  ). Social neurosci-
ence reliably fi nds mPFC activity when par-
ticipants think about social stimuli (Amodio 
& Frith,   2006  ). Th is is not surprising, if people 
are intrinsically rewarding (Harris et al.,   2007  ; 
 see also  Fiske,   2004  , pp. 23–24; Kwan et al., 
2004; Sears, 1983; Taylor & Brown, 1988; Taylor 
& Gollwitzer, 1995). Th e mPFC is divided 
into three functionally and connectively dis-
tinct regions—posterior medial frontal cortex 
(pMFC), anterior medial frontal cortex (aMFC), 
and orbital medial frontal cortex (oMFC). Th e 
pMFC and aMFC share the Talairach bound-
ary y = 10, whereas the aMFC and oMFC share 
the Talairach boundary z = 2. Furthermore, the 
pregenual cingulate is a unique region within 
mPFC, subsumed as part of the aMFC but dis-
tinguished from more superior and anterior 
parts of that region of cortex. Th e majority of 
mentalizing and social cognition tasks activate 
the aMFC, including the pregenual cingulate 
(Amodio & Frith,   2006  ). Th ese labels will be 
used for the remainder of the chapter to refer 
to and distinguish these functionally distinct 
areas of cortex. 

 Reliably, the mPFC, along with the superior 
temporal sulcus (STS) activate in mentalizing 
tasks (Abu-Akel,   2003  , Blakemore et al.,   2003  , 
Brunet et al.,   2000  , Calarge et al.,   2003  , Castelli 
et al.,   2000  , Frith & Frith,   2001  , Gallagher & 
Frith,   2002  , Sabbagh,   2004  ; Saxe, Carey, & 
Kanwisher,   2004  ; Saxe & Wexler,   2005  ), includ-
ing dispositional attribution (Harris et al., 
  2005  ). Social neuroscience work also includes 
these areas in face perception, person percep-
tion, and impression formation (Harris & Fiske, 
  2006  ; Haxby, Gobbini, & Montgomery,   2004  ; 
Todorov, Gobbini, Evans, & Haxby,   2007  ). 

 Greater mPFC activation appears in social 
compared to nonsocial cognition. For exam-
ple:  (1)  social cognition tasks in which partici-
pants form an impression of a person versus 
an object (e.g. Mason & Macrae,   2004  ; Macrae, 
Heatherton, & Kelley, 2004; Mitchell, Banaji, & 
Macrae,   2005  );  (2)  reactions involving familiar-
ity and interpersonal aff ect (Gobinni & Haxby, 
2007; Gobinni, Leibenluft , Santiago, & Haxby, 
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to lay defi nitions of humanity, such as complex 
emotions. Unique humanity describes aspects 
of humanity not shared by other species, such as 
intelligence and language (Haslam, 2006). Denial 
of either of the characteristics leads to a percep-
tion of the social target as not human—they are 
reduced to the level of automata and animals 
respectively. 

     Rating Data on Dehumanization 
Dimensions   

 Th e various theories of dehumanization sug-
gest a number of rating dimensions that should 
dissociate such targets. In the same study that 
measured mentalizing (Harris & Fiske,   2009  ), 
participants also rated the social targets on 
various dimensions of dehumanization—com-
plex emotions, typical humanity, and uniquely 
human characteristics (intelligent and articu-
late). Participants rated dehumanized targets 
who elicit the basic emotion disgust as lower 
on uniquely human characteristics (articulate, 
intelligent), and less typically human. Th is all 
suggests that dehumanized targets are denied 
some aspects of unique and typical humanity. 

 Social targets who elicit envy are sometimes 
perceived as not fully human in other ways. Th ese 
out-group social targets serve as a comparison 
group for the dehumanized targets. Interestingly, 
participants rated social targets who elicited the 
ambivalent emotion envy as lower on complex 
emotions and lower on typical humanity, but 
higher on the uniquely human dimensions—
articulate and intelligence—than other social 
targets from the SCM space. Th is suggests that 
these social targets are not perceived as typi-
cally human to the same extent as other social 
targets—they may be seen as automata. However, 
these social targets do elicit envy, an ambivalent 
emotion that entails both disliking and respect. 

 Th is stands in contrast to dehumanized 
targets, who are lower on both unique and 
typical humanity. Th is more dramatic denial of 
humanity seems to be an extreme form of preju-
dice. Note that all these perceptions occur on a 
continuum from most human to least human. 
Participants realize rationally that homeless 
people are literally human, but they respond to 
them as if they are not. 

prejudice reduces the target to less than human, 
sometimes as an animal and sometimes an 
automaton (Haslam, 2006). Social psychological 
theory underscores the idea of perceiving some 
out-groups as less than people: Bar-Tal (1989) the-
orizes that groups acting outside societal norms 
would be excluded from other human groups. 
Struch and Schwartz (  1989  ) argue that all out-
groups allegedly possess a lesser degree of human-
ity than the in-group. Staub (  1989  ), in discussing 
evil, oft en speaks of moral exclusion—the belief 
that some social groups operate beyond moral 
rules and values (cf. Opotow,   1990  ). All these 
theories share the point that people may think of 
out-groups in a signifi cantly diff erent way than 
they think of in-groups and themselves. 

 Most relevant to  dehumanized perception  is 
the work of Jacques-Philippe Leyens and col-
leagues on out-group infra-humanization   1    
(Demoulin et al.,   2005  ; Leyens et al.,   2001  , 
  2003  ). Th e theory posits that out-groups are 
believed not to experience, thus are not attrib-
uted, complex human emotions. Participants 
in these studies are willing to attribute negative 
and even positive basic emotions to these out-
groups but not complex secondary emotions   2    
(Leyens et al.,   2001  ,   2003  ). Th erefore, an enemy 
may feel sadness but not regret. 

 Dehumanization has been divided along the 
dimensions of typical humanity and unique 
humanity (Haslam, 2006). Typical humanity des-
cribes the aspects of being human fundamental 

    1     Th e concept of dehumanized perception discussed 
in this chapter is similar to, but not the same as, the 
concept of infrahumanization. Infrahumanization 
surrounds the  attribution  of secondary emotions to 
outgroups whereas dehumanized perception involves 
extreme outgroups not  eliciting  complex social emotions 
in the perceiver. Th is latter concept does not involve a 
denial of aff ect; in fact the aff ect elicited by the extreme 
group may drive the entire processes. Th erefore, dehu-
manized perception is, as the name implies, a perceptual 
cognitive process possibly mediated by an aff ective reac-
tion to the perceived social group of the target.  

    2     Secondary emotions require higher cognitive abil-
ity and are only available later in cognitive development. 
Complex social emotions refer to emotions that can only 
be elicited in the actual, imagined, or implied presence 
of other human beings. Although there is a lot of overlap 
between these two defi nitions of higher-order emotions, 
the distinction is made to emphasize the social nature 
of some higher-order emotions central to the concept of 
dehumanized perception.  
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nicely illustrate mPFC activity associated with 
familiarity. Greater mPFC activity is observed 
when mothers look at faces of their own child 
rather than other children, and mothers’ acti-
vation are also greater when they look at famil-
iar rather than unfamiliar children (Gobbini & 
Haxby,   2007  ; Gobbini, Leibenluft , Santiago, & 
Haxby,   2004  ; Leinbenluft  et al.,   2004  ). In addi-
tion, participants given an immediate reward 
for performance also exhibit increased mPFC 
activity (McClure et al., 2004)—a source of pos-
itive aff ect. Th us, familiarity and the positive 
aff ect it generates may also be generated in a 
social contact experience. 

     Similarity   

 Research within experimental social psychol-
ogy on similarity (e.g., self-other biases, self-
referential eff ect, self-esteem, in-group bias;  see  
Fiske & Taylor,   2008  , for a review) has illustrated 
that the self serves as a positive attitude-object. 
Th ings similar to the self become associated 
with positive aff ect, and even objects inherit 
additional value when owned (the endowment 
eff ect; Th aler,   1980  ). 

 Th e work on similarity within social neu-
roscience links the mPFC and thinking about 
the self. A number of studies show mPFC acti-
vation in tasks where participants refl ect on 
themselves, access self-knowledge, or compare 
the self to another (Johnson et al., 2002; Kelley 
et al., 2002; Lieberman, Jarcho, & Satpute, 2004). 
Self-regulation of aff ect also activates the mPFC 
(Ochsner et al.,   2004  ). Finally, self-refl ection may 
be a tool that allows one to infer the mental states 
of others (Heal, 1986), and it does activate the 
mPFC, along with the posterior cingulate and 
precuneus (Mitchell, Banaji, & Macrae,   2005  ). 

      Rating Data on Familiarity, Similarity, 
and Contact   

 Dehumanized targets are rated signifi cantly 
less familiar. A lack of familiarity with the 
dehumanized targets may help account for the 
lack of mentalizing. Relatedly, the in-group 
social targets who elicit pride and activate the 
mPFC are rated as more familiar, along with the 
envied social targets. Both these social targets 
elicit the largest mPFC eff ect (Harris & Fiske, 

      CONTACT MODERATES DEHUMANIZED 
PERCEPTION   

 Our social neuroscience approach demon-
strates thus far that dehumanized perception 
involves both a failure of mentalizing and less 
attribution of humanity. Other tasks beyond 
mentalizing activate the mPFC ( see  Amodio & 
Frith,   2006  ). Similarity and familiarity—the 
psychological dimensions examined in some 
of these tasks—correlate with intergroup con-
tact (Allport, 1958; Islam & Hewstone, 2001; 
Sherif & Sherif, 1938). Additionally, because 
dehumanized perception appears to be a form 
of prejudice, contact as a moderator of prejudice 
may also moderate dehumanized perception. 
In particular, this section focuses on contact, a 
variable at the overlap of the neural and social 
psychological literatures. 

    Prior Evidence Related to Contact   

 If dehumanized perception is indeed a form 
of prejudice, and social psychological  theory 
suggests that the prejudice can be reduced by 
intergroup contact (Allport, 1958; Islam & 
Hewstone, 2001; Sherif & Sherif, 1938), then 
perhaps contact with dehumanized targets may 
reduce it. Th is contact hypothesis suggests that 
low familiarity and similarity may distinguish 
dehumanized targets. Additionally, the neural 
literature suggests that similarity and familiar-
ity are related to mPFC function. 

    Familiarity   

 Familiarity generates positive aff ect. For exam-
ple, mere exposure demonstrates that simply 
repeated conscious or unconscious exposure to a 
neutral stimulus enhances liking for it (Murphy, 
Monahan, & Zajonc,   1995  ). Th e most familiar 
person is the self, and people prefer letters asso-
ciated with their initials (Pelham, Mirenberg, & 
Jones,   2002  ). Friends have an easier time infer-
ring each other’s thoughts and feelings than 
strangers do (Stinson & Ickes,   1992  ). Th erefore, 
positive aff ect related to the self is generated 
when an attitude object is familiar. 

 Familiarity breeds liking in neural data as 
well. A few imaging studies of familiarity in par-
ticular, and positive social aff ect more generally, 
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and not uniquely human. Social targets who do 
activate the mPFC are perceived as more simi-
lar, familiar, and uniquely human. 

 Th e neural data possibly reveal something 
important about both mPFC function and 
social psychological theory. Because dehuman-
ized targets elicit the basic negative emotion 
disgust, rather than a more complex uniquely 
social emotions such as pride, envy, or pity, the 
mPFC—already described as an aff ective area—
may be involved in some forms of aff ect. Perhaps 
these more complex uniquely social (and par-
tially positive) emotions may also require 
mental inference. Th e rating data have dual 
implications as well, suggesting that because the 
dehumanized targets are rated as not typically 
or uniquely human, but as strange and dissim-
ilar, then people who engage in frequent mean-
ingful contact with dehumanized targets may 
not show this eff ect. Th ese data altogether sug-
gest that perceived humanity could be defi ned 
as at least partially positive feelings resulting 
from meaningful contact with people. Th is feel-
ing is accompanied by spontaneous thinking 
about their minds. Th us, perceiving another’s 
humanity entails mPFC activity that may signal 
that a target is person. Th is does not argue that 
the mPFC has a purely social function but that it 
may discriminate relatively more human from 
relatively less human targets. 

 We are continuing to explore the function of 
the mPFC with neuro-imaging studies aimed 
at diff erentiating its role in person perception 
from its many other functions (e.g., positive 
aff ect). In the process, we have created a scale 
of dehumanized perception and a database of 
social targets that reliably elicit the SCM emo-
tions. Th ese tools can be used in future research 
on this topic. Th us, our social neuroscience 
beginnings promise a line of research aimed at 
understanding a basic human process that over-
laps various disciplines. 

 Tragically, history has shown how possible it 
is for people to dehumanize others. Historical 
anecdotes suggest that people have the capac-
ity to perform extreme acts of violence against 
others following a dehumanized perception of 
the victims. Th e metaphor of Jews and Tutsis 
as cockroaches in Nazi Germany and war-torn 

  2006  ). Th us, familiarity may moderate dehu-
manized perception. 

 Dehumanized targets are also rated as less 
similar. Social targets who elicit the in-group 
emotion pride are rated as more similar, along 
with social targets who elicit envy. As just noted, 
both these social targets elicit the largest mPFC 
eff ect (Harris & Fiske,   2006  ). Th us, similarity 
also may moderate dehumanized perception. 

 Recent data have also revealed that partici-
pants are less likely to interact with dehuman-
ized targets (Harris & Fiske,   2009  ). Th is evidence 
all suggests that contact with dehumanized tar-
gets may moderate dehumanized perception. 
Certainly, a lack of contact deprives people of 
any opportunity to know another person—that 
person’s preferences, habits, thoughts, aspira-
tions, fl aws, and so forth—the mental states that 
moderate perceived humanity. 

      CONCLUSION   

 We proposed that people do not much consider 
the minds of some social targets. We combined 
evidence from neuroscience and social psychol-
ogy in an account of dehumanized perception. 
We described neuroscience studies whose data 
were predicted by social psychology, showing 
less mPFC activity to the dehumanized targets. 
We also described experimental social psy-
chological studies whose data were predicted 
by neuroscience, demonstrating fewer mental 
state inferences and lower ratings on subjective 
mentalizing. Furthermore, we have outlined 
possible dimensions along which dehumanized 
perception may occur, in the hope of fi nding 
moderating mechanisms that may ameliorate 
this extreme form of prejudice. 

 Social targets who elicit the negative basic 
emotion disgust elicit reduced mPFC activity in 
participants, but individuating processes re-ac-
tivate this area of cortex. Similarly, participants 
do not think about the minds of dehumanized 
targets—a function associated with the mPFC—
and they describe dehumanized targets as more 
diffi  cult subjects for mental inference processes. 
Finally, dehumanized targets, consistent with 
both the social psychological and neuroscience 
literatures, are seen as dissimilar, unfamiliar, 
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   What are the neural processes involved in per-
ceiving out-groups? Th e pace of inquiry into 
this topic has picked up considerably since the 
pioneering neuro-imaging studies conducted 
in 2000 (Hart et al.,   2000  ; Phelps et al.,   2000  ), 
yielding several insights into the neural pro-
cesses involved in perceiving, responding to, 
and regulating responses to out-groups. Th e 
three chapters in the volume elegantly synthe-
size the social neuroscience work on perceiving 
out-groups and suggest several areas for further 
inquiry. We fi rst summarize the insights pro-
vided by these chapters and then go on to out-
lining areas for further inquiry. 

 Harris and Fiske consider the most extreme 
out-groups—the dehumanized, who are oft en 
regarded as less than human. Th eir previous 
pioneering work has shown that both the men-
tal and emotional capacities of the dehuman-
ized are considered to be diminished compared 
to normal human beings, and they elicit nega-
tive emotional reactions from others. Based on 
this reasoning, Harris and Fiske argue that the 
perception of dehumanized targets should be 
associated with activation in the insula, which 
is the neural response associated with the emo-
tion of disgust and should also be associated 
with less activity in the neural areas associated 
with mentalizing and attributing minds and 
thoughts to others—the medial prefrontal cor-
tex. Indeed, that is what they found, suggesting 
that dehumanization is associated with distinct 
neural responses that parallel the behavioral 

reactions of being disgusted by and attributing 
less humanity to the most negatively stigma-
tized out-groups. 

 Amodio disentangles the infl uence of auto-
matic and controlled processing in the regula-
tory processes infl uencing racial bias against 
out-groups. He persuasively argues that dual-
process models regarding stereotyping and 
prejudice are too simplistic. His work with his 
colleagues, using psychophysiological methods 
such as the startle eye blink and event-related 
potentials, provides evidence that motivational 
and regulatory abilities nuance these traditional 
models. For example, one experiment exam-
ined the responses of people who were all egali-
tarian in their beliefs and values but diff ered in 
whether their motivation to respond without 
prejudice was externally or internally moti-
vated. Th ose who were internally motivated to 
respond without prejudice showed a greater reg-
ulation of prejudice, as refl ected in the ERN, an 
event-related potential associated with confl ict 
monitoring, than did people who were exter-
nally motivated to respond without prejudice. 
Th is work suggests that we need to refi ne and 
enrich our models of the processes underlying 
stereotyping and prejudice. Motivational and 
self-regulatory factors infl uence both our behav-
ioral as well as neural responses to others. 

 Ito summarizes her work examining the 
time-course of processing in-groups and out-
groups in the brain using event-related poten-
tials and reports several interesting fi ndings. 

                    CHAPTER 9 
Us versus Them: The Social Neuroscience of 
Perceiving Out-groups      

   Nalini     Ambady    &    Reginald B.     Adams,   Jr.    
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     FACIAL APPEARANCE   

 One common feature of each chapter included 
in this section is the use of the human facial 
appearance as a primary vehicle for investi-
gating intergroup perception. Ito’s chapter 
focuses on early categorization based on facial 
appearance cues, Harris and Fiske’s examines 
dehumanized perception that can result once 
someone is categorized as belonging to an out-
group, and Amodio discusses how we regulate 
negative bias arising from such stereotype acti-
vation. As the use of facial stimuli readily lends 
itself to neuroscientifi c inquiry, discussion of 
face processing in relation to intergroup per-
ception warrants further commentary. 

 Because face processing is a form of visual 
perception, it is necessarily infl uenced and con-
strained by the mechanics governing vision. 
Th at said, it is undeniable that social cognition 
exerts a powerful moderating infl uence on how 
we see the world, gating attention, determin-
ing whether individuation or categorization 
occurs, and infl uencing how we interpret visual 
cues we perceive. It is clear from the research 
conducted to date that race is readily detected 
from facial appearance cues, even as early as 
100 milliseconds. However, as discussed below, 
it is quite clear that social experience impacts 
the extent to which these early processes infl u-
ence the individual responses to race. 

    Race Perception, Face Processing, and 
the Fusiform   

 Decades of research has revealed an out-group 
homogeneity eff ect in the form of an own-
race bias when remembering faces ( see  Sporer, 
  2001  ). It has recently been found that this eff ect 
is modulated by the speed with which indi-
viduals racially categorize out-group relative to 
 in-group faces. Th e faster individuals catego-
rized out-group faces, the less they individuate 
them, and thus the better their relative memory 
performance for in-group faces (Levin,   1996  ). 
Golby et al. (  2001  ) further investigated this 
out-group homogeneity eff ect by examining 
fusiform responsivity—purported to be spe-
cialized for encoding structural aspects of facial 
identity—in Black and White participants when 

Her work shows that neural activity in White 
subjects refl ects early attention being paid to 
Blacks and males compared to Whites and 
females. She generally fi nds similar results even 
when processing goals and attention being paid 
to the particular categories are manipulated. She 
fi nds similar results with other out-groups as 
well. Th us, white participants show larger N100 
and P200 potentials to Asians and Blacks than to 
Whites and a larger N200 potential to in-group 
members. Th ese intriguing results suggest that 
neural processing and categorization into in-
groups and out-groups occurs relatively early 
in the time-course. Interestingly, similar results 
were not obtained for racially ambiguous group 
members, who were initially responded to in the 
same way as the in-group and were diff erenti-
ated only later in neural processing. 

 Th us, the chapters in this section indicate 
quite clearly that distinct neural responses are 
associated with the processing of both extreme 
(those who are dehumanized) as well as less 
extreme (those who are biracial) out-groups. 
Moreover, the neural processing of in-group 
and out-group members occurs quite early. 

     COMPOUND SOCIAL CUES   

 As the preceding chapters indicate, most work 
examining neural processing in relation to 
group membership has examined responses to 
single cues such as ethnicity or race rather than 
the combined infl uence of multiple social cues. 
But human social perception is based on a num-
ber of diff erent cues. Multiple social messages 
are simultaneously conveyed and encoded even 
from a single channel of communication such 
as the face. Th e face, for example, can simul-
taneously convey information about a person’s 
gender, race, age, and attention. Th e physiog-
nomy of the face, such as the facial maturity of 
the face ( see  Zebrowitz,   1997  ), is in itself a cue 
that infl uences social perception. Emotional 
expressions and eye gaze conveyed by the face 
also aff ect social perception. In the next section 
we consider the separate and combined eff ects 
of these three diff erent facial cues:  (1)  facial 
appearance;  (2)  eyes gaze, and  (3)  emotion on 
the perception of group membership. 
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responsivity to faces remains to be examined. 
Several behavioral studies have demonstrated 
modulation in the aff ective responses of White 
participants to Black faces, high versus low in 
Afro-centric features (Blair, Judd, & Fallman, 
  2004  ; Eberhardt, Dasgupta, & Banaszynski, 
  2003  ; Livingston & Brewer,   2002  ; Maddox, 
  2004  ). Further these eff ects appear to operate 
separately from race categorization. For exam-
ple, the diff erential presence of Afro-centric 
features has been found to profoundly infl uence 
responses to faces even when clearly categorized 
as White (Blair, Judd, & Fallman,   2004  ). Future 
neuroscientifi c inquiry into the role of such 
facial appearance cues in intergroup perception 
will help to better clarify our understanding of 
the mental operations underlying racial catego-
rization and stereotype activation. 

      EYE GAZE   

 Th e eyes are generally believed to be one of the 
most powerful channels of human social com-
munication (Emery,   2000  ), with the perception 
of gaze oft en argued to play a critical role in the 
development of Th eory of Mind (ToM; Baron-
Cohen,   1995  ). Eye contact has been found to 
yield greater Galvanic Skin Response (Nichols 
& Champness, 1971), EEG arousal (Gale, Lucas, 
Nissin, & Harpham,   1972  ; Gale, Kingsley, 
Brookes, & Smith,   1978  ; Gale, Spratt, Chapman, & 
Smallbone,   1975  ), increased heart rate (Kleinke & 
Pohlen,   1971  ), and increased amygdalar respon-
sivity (Kleinke & Pohlen,   1971  ; Kawashima et al., 
  1999  ) in observers. Amygdala damage has been 
found to undermine the ability to orient to the 
eyes of another during social communication 
(Adolphs et al.,   2005  ) and consequently to follow 
another’s direction of attention (Akiyamaet al., 
2007). Furthermore, a number of recent studies 
have demonstrated diff erential cortical (Hori et 
al.,   2005  ) and amygdala responsivity (Adams et 
al.,   2003  ; Sato et al.,   2004  ) to threat displays as a 
function of gaze direction (direct versus averted), 
suggesting that eye gaze combines with specifi c 
facial expressions to modulate threat responses. 

 A set of recent studies by Adams and his col-
leagues (Adams & Kleck,   2003  ,   2005  ; Adams, 
Gordon, Baird, Ambady, & Kleck,   2003  , Hess, 

viewing photographs of same- versus other-race 
faces. Aft er viewing the faces during fMRI scan-
ning, participants were given a face recognition 
task. Th e ubiquitous own-race memory bias was 
found. More importantly, the magnitude of this 
memory eff ect was directly related to diff erential 
activation in the fusiform for in-group versus 
out-group face processing. One might conclude 
from this study that the greater fusiform activa-
tion is likely related to greater perceptual exper-
tise associated with processing in-group versus 
out-group faces. However, intergroup contact has 
not generally been found to reliably explain such 
out-group homogeneity eff ects ( see  Eberhardt, 
  2005  ). Th us, these eff ects are arguably more 
likely driven by an aff ective, motivated process 
than an incidental cognitive process. 

     Race Perception, Perceived Threat, and 
the Amygdala   

 Hart et al. (  2000  ) found that in White par-
ticipants, amygdala responses habituated more 
quickly to White than Black faces. Th ey off ered a 
couple of explanations for this eff ect:  (1)  greater 
familiarity with in-group faces, consistent with 
the perceptual expertise account, or  (2)  racial 
bias toward out-group members, consistent with 
a more aff ective, motivated account. In a related 
study conducted around the same time, Phelps 
et al. (  2000  ) discovered that White participants, 
although not revealing a diff erence in amygdala 
response to Black versus White faces when sub-
jected to a direct comparison, did show a corre-
lation between amygdala response to Black faces 
and their implicit attitudes toward Blacks, mea-
sured using the Implicit Association Test (IAT). 
Th is work therefore suggests responses that 
result less from perceptual expertise than from 
learned emotional associations. Importantly, 
other work has demonstrated that variation in 
neural responsivity to in-group versus out-group 
faces also appears to be infl uenced by conscious 
attempts to control such racial bias (Cunningham 
et al.,   2004  ; Richeson et al.,   2003  ). 

 Th e studies reviewed above examined 
responses that occur when facial appearance 
gives rise to categorization according to race 
membership. However, the specifi c infl uence 
that race prototypical appearance plays in neural 
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apparent for direct-gaze faces (Adams, Pauker, 
& Weisbuch, 2010). Th ese fi ndings therefore 
further highlight the importance of consider-
ing the combined infl uence of compound social 
cues during intergroup perception. 

     EMOTIONAL EXPRESSIONS   

 Another cue that has received considerable 
attention in social and aff ective neuroscience 
is that of emotion or aff ect. Numerous studies 
have investigated neural activation in response 
to emotional displays and have yielded some 
fascinating fi ndings (for a meta-analytic review, 
 see  Phan et al., 2002). 

 Recently, social psychologists have turned their 
attention to the eff ects of emotional displays on 
the perception of in-group and out-group mem-
bers. For example, Hugenberg and Bodenhausen 
(  2003  ) investigated whether target race would 
moderate the recognition advantage for happy 
faces. White participants took part in an emotion 
recognition task which used computer-generated 
Black and White faces displaying anger, joy, and 
sadness as stimuli. Participants were quicker at 
evaluating happiness in White targets compared 
to Black target faces but were faster at categoriz-
ing the angry and sad expressions of Black target 
faces. Th e results of this study suggest the race 
of the target individual displaying the emotion 
and the type of emotion being displayed both 
aff ect emotion recognition. Ackerman and col-
leagues (  2006  ) have also investigated the role of 
emotion—particularly anger—in eliminating 
out-group homogeneity eff ects. White partici-
pants were shown White and Black faces dis-
playing angry or neutral expressions and later 
completed a memory task for the previously pre-
sented faces. Results showed that the out-group 
homogeneity bias was apparent for neutral faces 
but not for angry Black faces. In addition, when 
participants were placed under cognitive con-
straints, angry Black faces were more accurately 
recognized than angry White faces, suggesting 
out-group heterogeneity. Taken together, these 
studies suggest that race can play and important 
role in emotion recognition. 

 But very few studies so far have investigated 
how emotional displays aff ect the perception 

Adams & Kleck,   2007  ;  see also  Ganel & Goshen-
Gottstein, Goodale,   2005  ; Graham & Labar, 
  2007  ; Sander, Granjean, & Kaiser,   2007  ) serves 
to further illustrate and clarify the important 
role that gaze can play in emotion processing. 
Adams and Kleck (  2003  ;   2005  ), for example, 
demonstrated that anger faces coupled with 
direct gaze (approach signals) and fear faces cou-
pled with averted gaze (avoidance signals) are 
perceived as more intense and recognized more 
quickly and accurately than anger faces coupled 
with averted or fear faces coupled with direct 
gaze (cf. Hess, Adams, & Kleck,   2007  ; Sanders, 
Grandjean, Kaiser, Wehrle, & Scherer,   2007  ). A 
recent study by Fox et al. (  2007  ) revealed that 
emotional expressions can also infl uence gaze 
processing  even  at the level of attention alloca-
tion. Specifi cally, they found that for partici-
pants high in trait anxiety, fear coupled with 
averted gaze yielded greater refl exive attentional 
shift s in observers compared to that found for 
either anger or neutral expressions, whereas 
anger coupled with direct gaze yielded greater 
attention capture eff ects than either fear or neu-
tral expressions. 

 A recent study by Richeson, Todd, Trawalter, 
and Baird (  2008  ) directly examined the infl u-
ence of direct versus averted eye gaze in inter-
group perception. In this paper, they articulated 
a similar rationale for predicting the infl uence 
of gaze in amygdala responsivity during race 
perception as that described above for the role 
of eye gaze in emotion perception. Because 
direct eye gaze signals approach, as does the 
hostile intent stereotypically associated with 
Black males, they argued that eye gaze and 
race should be expected to combine to com-
municate a heightened threat response. Th eir 
results support this contention, demonstrating 
greater amygdala responsivity in White par-
ticipants when viewing Black relative to White 
faces but only when combined with direct eye 
gaze. In a related study, they also found that 
direct gaze coupled with Black versus White 
faces selectively captured attention to a greater 
degree (Trawalter, Todd, Baird, & Richeson, 
  2008  ). More recently eye gaze was found sig-
nifi cantly impact the otherwise ubiquitous 
cross-race memory eff ect in the eff ect was only 
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Th e high-prejudiced group, in contrast, showed 
the most decreased CNV in anticipation of angry 
black targets compared to all other targets, sup-
porting theories suggesting that the individuals 
high in explicit prejudice may be characterized 
by a decreased tendency, or motivation, to mon-
itor automatic prejudiced responses to negative 
stereotypes (e.g., Bodenhausen & Macrae, 1998; 
Monteith et al.,   1993  ; Plant & Devine,   1998  ). Th is 
works suggests that multiple factors combine 
to infl uence neural responses in theoretically 
meaningful ways, including target race, the emo-
tion expressed by the target, and individual dif-
ferences among the participants. 

     COMPOUND SOCIAL CUES AND THE 
SHARED SIGNAL HYPOTHESIS   

 Th us far, we have considered the eff ects of distinct 
facial cues such as physiognomic (i.e., invariant 
facial appearance cues) and emotional cues (i.e., 
variant facial expressions). Little is known about 
how such cues give rise to the unifi ed perceptions 
that guide our impressions and interactions with 
others, but it stands to reason that various forms 
of social information meaningfully interact, 
even when from distinct sources such as facial 
expressions and facial appearance cues. Very 
few studies have examined the eff ects of these 
multiple or compound cues on neural process-
ing. Indeed, as illustrated in Chiu, Deldin, and 
Ambady’s (  2004  ) work described above, interac-
tions in cortical responsivity occurred not only 
for individual diff erences in level of prejudice 
but also as a function of the combined infl uence 
of race and the presence of stereotypically con-
gruent emotional expressions (i.e., anger), thus 
demonstrating the complex interplay of social 
messages conveyed by the human face in a man-
ner that is theoretically tractable. 

 Preliminary insight into the combinatorial 
eff ects of processing multiple social cues at once 
has been off ered by the work Adams and col-
leagues, which examines what he has referred 
to as the  shared signal hypothesis  (e.g., Adams & 
Kleck,   2005  ; Adams, Ambady, Macrae, & Kleck, 
  2006  ). Th e shared signal hypothesis is based on 
an understanding that social visual cues, even 
ones from distinct sources, share basic low-level 

of out-groups at the neural level. In one study, 
Chiu, Deldin, and Ambady (  2004  ) examined 
responses of high- and low-prejudiced individ-
uals to combinations of group membership as 
well as emotion. Th e index of neural processing 
was the contingent negative variation (CNV) 
component of the event-related brain potential. 
Th e CNV is a slow negative ERP elicited by a 
warning stimulus that requires anticipation of 
a target stimulus (Walter, Cooper, Aldridge, 
McCallum, & Winter,   1964  ; Picton & Hillyard, 
  1988  ). Th e component is quantifi able into two 
distinct subcomponents: an “early” CNV and a 
“late” CNV (Rohrbaugh, Syndulko, & Lindsley, 
  1976  ). Th e early CNV is thought to index ini-
tial attention to the information carried by 
the warning stimulus, the expected degree of 
expenditure of cognitive eff ort to respond to 
the target stimulus, and the degree of motiva-
tion to respond to the target stimulus (Low & 
McSherry,   1968  ; Forth & Hare,   1989  ; Hamon & 
Seri,   1987  ). Moreover, the presence of the early 
CNV is generally thought to be a cortical refl ec-
tion of controlled, rather than automatic, psy-
chological processes in response to an S1 that 
requires anticipation of a subsequent S2 (Picton 
& Hillyard,   1988  ; Shiff rin & Schneider, 1977). 
Th e late CNV is measured just prior to the onset 
of the target stimulus and refl ects the additional 
contribution of cortical resources required for 
motor response preparation (Brunia & Damen, 
  1988  ; Damen & Brunia,   1994  ). 

 High- and low- prejudiced individuals sele-
cted on the basis of their responses to the 
Modern Racism Scale (McConahay, Hardee, & 
Batts,   1981  ) were asked to make evaluative judg-
ments of emotionally and racially salient facial 
stimuli. Specifi cally, participants were asked to 
make a socially relevant judgment (i.e., do I want 
to work with this person?) regarding in- and out-
group members. Low-prejudiced participants 
demonstrated the greatest CNV in anticipation 
of making evaluative responses of angry black 
faces than to any other category of faces. Th is 
fi nding is consistent with work showing that 
individuals monitor automatic reactions to neg-
ative stereotypes elicited by out-group stimuli 
(Bodenhausen & Macrae, 1998; Monteith et al., 
  1993  ; Plant & Devine,   1998  ; Richeson et al.,   2003  ). 
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infl uence of combined social cues on category 
and stereotype activation will likely be driven, 
at least in part, by the number of shared signals, 
particularly ones that are congruent and stereo-
typically consistent. Conversely, whether a per-
son is categorized as in-group versus out-group 
has a powerful top-down infl uence on whether 
faces are individuated (Levin,   1996  ) or suscep-
tible to stereotype activation and consequent 
overgeneralization to a group or category. 

     CONCLUSION: TOWARD AN EXAMINATION 
OF COMPOUND CUES   

 Th e mutual role that certain cues, such as facial 
appearance, gender, and emotional expression, 
play in upstream group categorization and ste-
reotype activation merit further investigation. 
Social psychological research over the past sev-
eral decades has been consumed by investigat-
ing the infl uence of category memberships in 
personal construal (Allport,   1954  ; Bodenhausen 
& Macrae, 1998), but only recently has work 
begun to examine the perceptual determinants 
that give rise to categorization in the fi rst place 
(e.g., Cloutier & Macrae, 2006). Such research 
begins to highlight factors that can moder-
ate the extent to which certain social cues give 
rise to categorization and stereotype activation, 
whether they do so automatically, and whether 
such cues are even attended to in the fi rst place. 
Th ese factors can include diff erences motivated 
by individual goals, beliefs, and prejudices that 
exert top-down infl uences on what information 
is attended to, but they can also involve stimu-
lus-based eff ects, such as the combined infl u-
ence of expressive information (i.e., anger) and 
appearance-based cues (i.e., race or gender) that 
instead exert upstream infl uences on whether 
stereotype activation occurs. 

 Finally, it is important to consider that cat-
egorization and stereotype activation from 
facial information are not mutually inclusive 
processes. One illustration that makes this 
point is the impact that race-prototypical 
appearance can have on stereotype-based 
social responses above and beyond mere 
category-based judgments ( see  Blair, Judd, & 
Fallman,   2004  , Livingston & Brewer,   2002  ). 

signal values, such as warmth or aggression or the 
likelihood to approach or avoid. Th e shared sig-
nal hypothesis predicts that these cues can com-
bine in congruent or incongruent ways, which 
should have diff erent consequences on percep-
tion. Several studies (e.g., Adams, Ambady, 
Macrae, & Kleck,   2006  ; Adams & Kleck,   2003  , 
  2005  ; Adams, Hess, Kleck, & Wallbott,   2004  ; 
Hess, Adams, & Kleck,   2004  ; Marsh, Adams, & 
Kleck,   2005  ) support this contention, demon-
strating that social cues such as gaze direction 
and gender of an expresser can infl uence the 
effi  ciency with which a given emotional display 
is processed and how it is interpreted when the 
combination represents congruent versus incon-
gruent signal values. 

 Chiu, Deldin, and Ambady’s (  2004  ) fi ndings 
are consistent with the shared signal hypothesis 
in that aggression associated with anger is also 
stereotypically ascribed to Blacks. As already 
noted, other recent work similarly demonstrates 
interactivity based on race and emotion cues 
(c.f., Hugenberg, 2005; Ackerman et al.,   2006  ) 
as well as race and eye gaze cues (Richeson et 
al.,   2008  ), again in a manner consistent with the 
shared signal hypothesis. Th us, in combination, 
these powerful social cues should be expected 
to mutually infl uence neural activation related 
to social perception, cognition, and behavior. 
Yet, very little is known about the cognitive and 
neural eff ects of perceiving such compound 
social cues. Th e possibility of such a functional 
correspondence among otherwise distinct 
social cues, however, off ers exciting possibili-
ties for future research in this area that can help 
illuminate our understanding of intergroup 
perception and contribute to the emerging liter-
ature on compound social cue processing. 

 Another important consideration related to 
these issues concerns the specifi c nature of the 
information driving social perception, whether 
exerting an upstream impact on categori-
cal thinking or, rather, a downstream impact 
driven by categorical thinking. In other words, 
to what extent and under what conditions do 
facial cues give rise to category and stereotype 
activation, and similarly, do category and ste-
reotype activation infl uence how facial cues 
are processed and interpreted? In this way, the 
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   Th e study of attitudes and the processes by 
which people determine whether objects in their 
environments are good or bad, trustworthy or 
untrustworthy, approachable or worth run-
ning away from has long been central to social 
psychology (Allport,   1935  ; Jung,   1921  /1971). In 
their 1959 review, Katz and Stotland referred 
to the concept of attitude as “an orphan child, 
born in controversy and fostered in hostility,” 
but noted that it was a construct that few “have 
been able to abandon” (p. 427). Indeed unable 
to abandon it, the subsequent 50 years of atti-
tude research showed great conceptual and 
empirical advances. In this chapter, we focus 
on recent neuroscientifi c contributions to this 
literature, with particular attention to what 
this research reveals about the processes than 
underlie complex evaluations. We suggest that 
evaluations can be construed as falling on a 
continuum from those that are relatively simple 
(e.g., a strong negativity to spiders) to those that 
are relatively complex (e.g., a confl icting and 
ambivalent reaction to the death penalty). We 
present evidence that prefrontal brain regions 
support increasingly complex evaluations by 
directing and modulating the reprocessing of 
information to allow for the integration of rela-
tively simple evaluations with additional infor-
mation about context, social norms, as well as 
the goals of the perceiver. 

 Attitude researchers have sought to identify 
separate components of evaluation and to dis-
tinguish between diff erent types of attitudes. 

Katz and Stotland (  1959  ), for example, outlined 
the now classic view that cognitive, aff ective, 
and behavioral components can be combined in 
varying combinations to create diff erent sorts 
of attitudes ( see also  Eagly & Chaiken,   1993  ). 
More recently, dual process models have pro-
posed a distinction between automatic/implicit 
evaluations and controlled/explicit evaluations 
( see  Chaiken & Trope,   1999  ). Automatic evalu-
ations are rapidly generated and unintentional, 
refl ecting the associational history of an atti-
tude object; attitude objects that in the past 
have been paired with negative connotations 
or consequences generate negative automatic 
evaluations when they are re-encountered (e.g., 
Bargh,   1989  ; Devine,   1989  ; Fazio, Sanbonmatsu, 
Powell, & Kardes,   1986  ; Greenwald & Banaji, 
  1995  ). Controlled evaluations, on the other 
hand, result from slower, more deliberative 
processing that takes situational goals, social 
norms, and novel information into account to 
construct contextually fl exible evaluations (e.g., 
Fazio,   1990  ). 

 Th e automatic versus controlled distinc-
tion has generated a great deal of recent inter-
est among social psychologists, particularly 
with respect to the study of prejudice. Th is is, 
at least in part, because measures of automatic 
evaluations are thought to provide an index of 
individuals’ attitudes in the absence of social 
desirability concerns. For example, changes in 
North American social norms have made the 
explicit expression of prejudicial attitudes 
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Ebbesen, & Ziess,   1972  ). In humans at least, 
conscious refl ective processes, supported by a 
well-developed prefrontal cortex (PFC), allow 
for the construction of more complex evalua-
tions that are responsive to long-term goals and 
social norms (Amodio & Frith,   2006  ; Crone 
& Van der Molen,   2004  ; McClure, Laibson, 
Loewenstein, & Cohen,   2004  ; Zelazo,   2004  ; 
Zelazo & Cunningham,   2007  ). 

     ATTITUDES, EVALUATIONS AND 
ITERATIVE REPROCESSING   

 Although the distinction between automatic 
and controlled aspects of thought and feel-
ing is a useful heuristic, we suggest that auto-
matic and controlled evaluations are not strictly 
dichotomous ( see  Cunningham & Johnson, 
  2007  ). Instead, as people have greater opportu-
nity (e.g., time) to process a stimulus, refl ective 
processes come online, which allows for more 
complex forms of evaluation. Rather than gen-
erating an entirely new evaluation (e.g., a sep-
arate “explicit” attitude), we suggest that these 
refl ective processes interact with already active 
automatic responses. In their recent Iterative 
Reprocessing (IR) model, Cunningham and 
Zelazo (  2007  ) postulate that refl ective processes 
reseed the processing stream, highlighting 
some aspects of information, backgrounding 
others, and/or retrieving additional informa-
tion. Newly active patterns of representation are 
then fed into the same automatic system that 
processed the information initially, generating 
a more nuanced evaluation. As such, evaluation 
is not the result of a single process occurring 
within a fi xed time window. Some judgments 
may be reached rapidly and remain stable across 
the lifespan, whereas others may be continually 
altered and updated as new information and sit-
uations are encountered ( see also  Cunningham, 
Packer, Van Bavel, & Kesek,   2009  ). 

 Although the terms  attitude  and  evaluation  
are generally employed synonymously, we have 
found it useful to draw a distinction between 
them (Cunningham et al.,   2009  ; Cunningham 
& Zelazo,   2007  ). We use the term  attitude  to 
refer to all pre-existing valenced information 
that a person has about a stimulus, either from 

largely unacceptable, and blatant expressions 
of dislike for other social groups are now quite 
rare (at least in typical university samples). In 
contrast, implicit attitude measures, such as 
the Implicit Association Test (IAT; Greenwald, 
McGhee, & Schwartz,   1998  ), Bona Fide Pipeline 
(Fazio, Jackson, Dunton, & Williams,   1995  ), 
and Aff ect Misattribution procedure (Payne, 
Cheng, Govorun, & Stewart,   2005  ), routinely 
fi nd evidence of negativity toward stigmatized 
social groups (e.g., Nosek, Banaji, & Greenwald, 
  2002  ). Th e racial IAT, for example, measures 
the extent to which Black faces are preferen-
tially associated with negative stimuli, relative 
to the extent to which White faces are prefer-
entially associated with positive stimuli. Scores 
on this and other implicit measures have been 
shown to predict subtle and nonverbal types 
of bias (Dovidio, Kawakami, & Gaertner, 
  2002  ; Dovidio, Kawakami, Johnson, Johnson, 
& Howard,   1997  ), suggesting one reason why 
discrimination remains a problem despite dra-
matic changes in social norms with regard to 
the explicit expression of prejudice. 

 Automatic evaluations have obvious sur-
vival value. In particular, organisms with the 
ability to respond rapidly and preconsciously to 
stimuli that have been associated with negative 
outcomes in the past are much more likely to 
maintain their physical integrity in dangerous 
environments. Neuropsychological research 
suggests that perceptual information about a 
stimulus follows a subcortical route proceeding 
from the thalamus to the amygdala, which on 
the basis of prior associations generates a moti-
vational inclination to either approach or avoid 
the stimulus. In response, projections from the 
hypothalamus prepare the body to make a rapid 
physiological response by altering sympathetic 
and parasympathetic nervous system activity 
( see  Le Doux,   2000  ; Panksepp,   1998  ). 

 Despite the advantages of an automatic sys-
tem, an organism capable only of automatic 
responses would be entirely dependent on its 
prior associational history and the immediate 
environment. As a consequence, such an organ-
ism would be relatively ill-equipped to deal with 
complex environments and unable to plan for 
the future (e.g., to delay gratifi cation; Mischel, 
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     AUTOMATIC EVALUATIVE PROCESSING   

 Th e neural structures subserving relatively 
automatic versus relatively refl ective processing 
can be diff erentiated by comparing brain activ-
ity between tasks in which people attend versus 
do not attend to their evaluations of stimuli. In 
attended, refl ective tasks, participants are asked 
to think about and report their evaluations 
(e.g., the valence of faces, names, or concepts). 
In unattended, nonrefl ective tasks, participants 
may be asked to report on a non-evaluative asp-
ect of the same stimuli (e.g., the gender of faces; 
Iidaka et al.,   2001  ;  see also  Anderson, Christoff , 
Panitz, De Rosa, & Gabrieli,   2003a  ), or stimuli 
may be presented so rapidly as to prevent con-
scious detection (Cunningham et al.,   2004a  ; 
Whalen et al.,   1998  ). Because these nonrefl ec-
tive tasks reduce or eliminate conscious evalu-
ative processing, patterns of neural activation 
that diff er depending on the evaluative proper-
ties of stimuli (e.g., that diff er between positive 
and negative stimuli) can be assumed to mani-
fest automatic processes. 

 Automatic evaluative and emotional pro-
cessing—particularly of negativity—has consis-
tently been linked to activity in the amygdala 
(Le Doux,   1996  ; Whalen,   1998  ). Th is almond-
shaped structure, buried deep in the medial 
temporal lobe, supports fear-conditioning 
(e.g., Armony & Dolan,   2002  ; Davis, 1995) and 
the perception of fear in others (e.g., Adolphs 
et al.,   1999  ; Hadjikhani & de Gelder,   2003  ). 
Across modalities, the amygdala generally 
responds more strongly to negative than posi-
tive stimuli (Anderson et al.,   2003a  ; Isenberg et 
al.,   1999  ; Morris et al.,   1996  ; Small et al.,   2003  ), 
even when stimuli are presented subliminally 
(Cunningham et al.,   2004a  ; Morris, Ohman, 

prior learning or because of innate preferences. 
In contrast, we use the term  evaluation  to refer 
to the current state of the evaluative system, 
which is infl uenced (although not exclusively) 
by activated aspects of the relevant attitude. 
Evaluations refl ect the currently determined 
motivational signifi cance and reward/pun-
ishment value of a stimulus. Importantly, the 
current evaluation of a stimulus is not reliant 
solely on stored attitude representations:  eval-
uative processes  construct evaluations by draw-
ing upon pre-existing attitudes and integrating 
them with new information about the stimulus, 
along with contextual information and current 
goals ( see  Cunningham & Zelazo,   2007  ). 

 According to the IR model, and as illus-
trated in Figure   10–1  , these evaluative processes 
are iterative, and information about a stim-
ulus is continually fed back through the sys-
tem (Cunningham et al.,   2009  ; Cunningham 
& Zelazo,   2007  ). With each iteration, the cur-
rent evaluation can be combined with addi-
tional contextual and motivational information 
to create a new, updated evaluation. As time 
passes, and more refl ective processes (mediated 
by the PFC) come online, there is greater oppor-
tunity for the elaboration or modulation of ear-
lier evaluations. Th us, the distinction between 
relatively automatic and controlled evaluations 
can be conceptualized as refl ecting diff erent 
points on an iterative continuum (Cunningham 
& Johnson,   2007  ). Automatic evaluations arise 
aft er relatively few iterations and are thus, on 
average, more dependent on highly accessi-
ble attitude representations (Fazio et al.,   1986  ). 
Controlled evaluations arise aft er additional 
iterations and refl ect the integration of atti-
tudes with relevant contextual information and 
 goal-states.   

 

Stimulus Evaluative
Processes Evaluations Behavior

Attitudes

  

  Fig. 10–1    Simple Schematic 
of the Iterative Reprocessing 
Model. 
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 Consistent with the prediction that pre-
frontal regions are involved in the conscious 
consideration and expression of evaluations, 
comparison of evaluative and non-evaluative 
conditions in the concept–word study described 
above revealed heightened activation in pre-
frontal regions when participants made explic-
itly evaluative judgments (Cunningham et al.,   
2004b  ). Specifi cally, the evaluative task recruited 
greater activity in the anterior cingulate cortex 
(ACC), right anterior PFC, and bilateral regions 
of orbital frontal cortex (OFC). Similarly, a 
related study, which asked participants to rate 
the names of famous people (e.g., Adolf Hitler, 
Bill Cosby) either in terms of their valence 
(good vs. bad) or their historical status (past 
vs. present) found greater activity in medial 
and ventrolateral PFC for evaluative than non-
evaluative judgments (Cunningham, Johnson, 
Gatenby, Gore, & Banaji.,   2003  ). 

 We have suggested that prefrontal regions 
are likely to be particularly important for the 
construction of complex evaluations and that 
the PFC supports the integration of initial 
evaluations with additional attitudinal as well 
as contextual information about a stimulus. In 
line with this contention, Cunningham et al. 
(  2003  ) observed greater activity in the ventro-
lateral PFC when participants evaluated famous 
people toward whom they were ambivalent (i.e., 
who they evaluated positively and negatively at 
the same time). Similarly, in Cunningham et al. 
(2004b), participants’ ratings of how much they 
typically try to control their initial reactions to 
concepts (which correlated strongly with ambiv-
alence) predicted prefrontal activity in response 
to those concepts. Importantly, in both stud-
ies, the correlations between stimulus ambiv-
alence/control and prefrontal activity were 
greater in the evaluative than non-evaluative 
conditions, indicating that conscious, refl ective 
processing may be required for the representa-
tion—and possibly the resolution—of complex 
evaluations. 

     INTERACTIVE PROCESSES   

 It is important to note that activity in the 
amygdala and insula was evident in both the 

& Dolan,   1998  ; Whalen et al.,   1998  ). Recent 
research suggests, however, that the amygdala 
may be responsive to the intensity or arousal 
value of stimuli, rather than their valence 
(Anderson et al.,   2003b  ; Small et al.,   2003  ). In an 
fMRI study, Cunningham, Raye, and Johnson 
(2004b) asked participants to rate concept words 
(e.g., murder, happiness) in either an evaluative 
(i.e., good vs. bad) or non-evaluative (i.e., con-
crete vs. abstract) fashion. Across both condi-
tions, and controlling for stimulus valence, 
they found that activity in the amygdala was 
predicted by participants’ ratings of stimulus 
intensity. Valence, on the other hand, was asso-
ciated with activity in the right anterior insula, 
which responded more strongly to negative 
than positive stimuli. Given large-scale pro-
jections from the insula to the hypothalamus, 
and the role that both of these structures play 
in the modulation of sympathetic and para-
sympathetic nervous system activity, this fi nd-
ing implies that valence may be represented in 
the brain as a physiological orientation toward 
a stimulus (i.e., a behavioral tendency/readi-
ness to approach or avoid;  see  Cunningham & 
Zelazo,   2007  ; Damasio,   1994  ,   1996  ; Critchley, 
Weins, Rotshtein, Ohmen, & Dolan,   2004  ). 

     CONSCIOUS EXPRESSION AND 
ELABORATION   

 In the remainder of this chapter, we review fi nd-
ings regarding the role of the PFC in the con-
struction of complex evaluations and in the 
modulation of early, relatively automatic evalu-
ations. We suggest that the PFC is involved in 
the conscious expression of evaluations, as well 
as their elaboration. By drawing upon addi-
tional information, elaborative processing in 
the PFC may change the nature of an evaluation 
(e.g., its valence) or, alternately, may leave the 
value of the evaluation relatively unchanged but 
embed it in a more complex cognitive structure 
(e.g., employ a stereotype to justify a prejudice). 
At other times, the PFC may actively modulate 
evaluative processing, either suppressing or 
enhancing automatic responses from subcorti-
cal regions in further iterations of the evaluative 
cycle. 
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deliberation may be signaled if approaching 
a positively evaluated stimulus does not yield 
the rewards expected to accompany it (or, even 
worse, if it is punished). Research suggests that 
the OFC is involved in the comparison of expec-
tations (i.e., current evaluations) with rewards 
(e.g., Blair,   2004  ; Beer, Heery, Keltner, Scabini, 
& Knight,   2003  ; Rolls,   2000  ; Rolls, Hornak, 
Wade, & McGrath,   1994  ). Detection of a dispar-
ity between expectations and outcomes, or the 
presence of uncertainty (e.g., ambivalence), 
triggers activity in the ACC, a region associated 
with confl ict monitoring (e.g., Carter et al.,   1998  ; 
Cohen, Botvinick, & Carter,   2000  ). Th e ACC, in 
turn, signals that the organism’s current evalu-
ative state requires some adjustment, triggering 
prefrontal regions to engage in evaluative repro-
cessing (Bunge & Zelazo,   2006  ; Ridderinkhof, 
Ullsperger, Crone, & Nieuwenhuis,   2004  ). 
Continued evaluative processing updates the 
current evaluation with additional information 
recruited from prestored attitudes, as well as the 
environment, to achieve a better match to real-
ity or a more valid evaluation (Cunningham & 
Zelazo,   2007  ). 

 In addition to elaborating and updating 
evaluations with more information, prefrontal 
activity may also serve to embed evaluations 
within more cognitively complex structures or 
schemas. An individual’s evaluation of a single 
stimulus (e.g., a sports utility vehicle) is oft en 
subsumed within a larger value system or ide-
ology (e.g., environmentalism). At times, refl ec-
tive processing may alter a current evaluation 
to make it consistent with a set of personal or 
societal values ( see  discussion of modulation 
below). At other times, a current evaluation may 
be left  unchanged, but refl ective processing may 
be employed to justify and account for it. Th e 
intergroup relations literature suggests that ste-
reotypes about social groups are oft en used as 
justifi cations for possessing negative attitudes 
toward them (e.g., Crandall & Eshleman,   2003  ; 
Jost & Banaji,   1994  ). Stereotypes are, in part, 
causal schemas that attribute certain outcomes 
(e.g., low societal status) to the dispositional 
characteristics of a group (e.g., incompetence), 
which carry with them evaluative connotations 
(Fiske, Cuddy, Glick, & Xu,   2002  ). Perceivers 

 non-evaluative and evaluative tasks in these 
studies. Th e fact that these regions were engaged 
when participants made non-evaluative ratings 
suggests that they are involved in relatively auto-
matic processing and that detection of stimulus 
valence and stimulus intensity does not require 
conscious attention. However, the fact that these 
regions were also active when participants made 
evaluative ratings further suggests that they 
were not supplanted or replaced by more refl ec-
tive processes. Indeed, the amygdala showed 
greater activation in the evaluative than non-
evaluative tasks ( see  Cunningham et al.,   2004b  ), 
implying that amgydalic activity refl ects both 
initial associatively driven automatic evalua-
tions, as well as subsequent refl ective evaluative 
processing. Th ese fi ndings point to a hierarchi-
cal evaluative system: as higher-order processes 
(supported by cortical regions) come online, 
information is continually fed back through 
lower-order processes (supported by subcor-
tical regions) to generate updated evaluations 
(Cunningham, Espinet, DeYoung, & Zelazo, 
  2005  ; Cunningham & Zelazo,   2007  ). As such, 
even as conscious deliberation starts to exert an 
infl uence on evaluative processing, evaluative 
states themselves are likely to go on being rep-
resented in subcortical brain structures. 

 In these studies, participants were directly 
asked to refl ect on and report their evaluations 
(in the evaluative conditions). Although explic-
itly evaluative situations are fairly common in 
day-to-day life (e.g., choosing what to eat in a 
restaurant, selecting a job candidate), the issue 
of what triggers a shift  from relatively automatic 
to relatively refl ective processing in the absence 
of an explicit evaluative goal remains a ques-
tion. What, in other words, besides instructions 
to deliberatively evaluate a stimulus causes 
continued iterations of evaluative processing? 
Stimulus ambivalence may be one such trig-
ger; when automatic associative processes do 
not give rise to a simple binary (good or bad) 
evaluation, an individual may engage in fur-
ther refl ective processing to resolve the incon-
sistency. More refl ective processing may also be 
triggered by incongruities between the current 
evaluation of a stimulus and feedback from the 
environment. For example, the need for further 
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 One mechanism by which refl ection can 
alter automatic processing is by directing atten-
tion to motivationally salient aspects of stim-
uli. Th is system can detect potentially relevant 
features and redirect attention, such that sig-
nifi cant stimuli receive enhanced processing. 
Consistent with this, recent evidence suggests 
that chronic diff erences in orientation toward 
valenced information (e.g., positivity vs. nega-
tivity bias), as well as situational variables, may 
direct attention and thereby infl uence the per-
ception of emotional intensity. In one study, 
participants were presented with positively 
and negatively valenced stimuli during fMRI 
scanning (Cunningham, Raye, & Johnson, 
  2005  ). Aft er scanning, participants completed 
an individual diff erences measure of their pre-
vention and promotion focus orientation (e.g., 
 see  Higgins,   1997  ). Individuals scoring high 
on promotion focus tend to be attentive to and 
motivated by the achievement of gains, whereas 
individuals scoring high on prevention focus 
tend to be oriented toward avoidance of losses. 
Results indicated that more promotion-focused 
participants had greater activation in the amyg-
dala, anterior cingulate gyrus, and extrastriate 
cortex for positive stimuli. Conversely, more 
prevention -focused participants had greater 
activation in same these regions for negative 
stimuli. Th us, amygdala and attentional brain 
regions were not universally tuned toward a 
particular valence but, rather, toward stimuli 
that were motivationally important for the indi-
vidual (as defi ned by chronic goal states). 

 More direct evidence for the motivated dir-
ection of automatic processing by refl ective 
processes comes from work by Cunningham, 
Van Bavel, and Johnsen (  2008  ). In this study, 
participants were presented with famous names 
and asked to focus on either the positive or neg-
ative aspects of the person (e.g., ignoring any-
thing bad, how good is this person?). Activity 
in bilateral amygdala and insula was found 
to vary as a function of evaluative fi t—that is, 
when focusing on negativity, greater amygdala 
and insula activity was found to bad rather 
than good. Th e opposite pattern was found for 
the positive focus condition, such that greater 
activity was observed in these regions to good 

will evaluate a member of a stigmatized group 
negatively if they believe that the causally jus-
tifying stereotype can/should be applied to that 
person (e.g., Kunda & Spencer,   2003  ; Sinclair & 
Kunda,   1999  ). 

 It is likely that prefrontal regions are also 
involved in this type of elaborative processing, 
in which evaluations are integrated with pre-ex-
isting cognitive structures. Although there is lit-
tle direct evidence in the evaluative domain, this 
contention is consistent with a recent study by 
Satpute et al. (2006), which examined the neural 
correlates of causal reasoning. In one condition, 
participants rated whether two concepts were 
semantically associated (e.g., ring–emerald); 
in another condition, they rated whether two 
concepts were causally related (i.e., whether one 
causes the other: moon–tide). Determining the 
nature of the causal relationship between con-
cepts was associated with heightened activity 
in the dorsolateral PFC (an area associated with 
reasoning and working memory tasks) as well as 
the precuneus (a posterior midline region linked 
to the integration of episodic memories). To 
the extent that stereotypes and other cognitive 
schemas serve to justify evaluations by embed-
ding them within a causal structure, we would 
expect to see similar patterns of activation when 
individuals elaborate on their evaluations in this 
way (Quadfl ieg et al.,   2009  ). 

 In our model, refl ective processes are 
thought to drive and direct automatic evalu-
ative processes—that is, it is not that refl ective 
processes necessarily generate a distinct eval-
uative state themselves, but rather they fore-
ground/background information for additional 
iterations of evaluative processing within the 
automatic system. As such, with refl ective pro-
cessing, evaluations (processed automatically) 
can be shaped by current motivations and goals 
and modulated by refl ective thought. Support 
for this idea comes from studies of emotional 
regulation that demonstrate a common set of 
prefrontal activations accompanying both the 
deliberate down-regulation (make yourself feel 
less emotional) and up-regulation (make your-
self feel more emotional) of amygdala activa-
tions (Ochsner, Bunge, Gross, & Gabrieli,   2002  ; 
Ochsner et al.,   2004  ). 
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response to the stigmatized images. Consistent 
with the idea that individuals foreground auto-
matically activated negative information when 
it is congruent with motivational concerns, 
lateral PFC-mediated foregrounding may have 
led to the amplifi cation of negative emotional 
evaluations. 

     COGNITIVE DEVELOPMENT AND 
EVALUATIVE PROCESSING   

 Where on the continuum of refl ective process-
ing one is operating at any particular moment 
depends on a confl uence of factors (e.g., time, 
opportunity, and motivation; Fazio   1990  ). An 
additional factor likely to infl uence refl ective 
processing is PFC functionality, whether defi ned 
in terms of brain damage (e.g., Bechara,   2004  ) 
or in terms of the neural development that con-
tinues through adolescence (e.g., Zelazo,   2004  ). 
As discussed, self-regulation depends critically 
on the PFC, and development in these regions 
is thought to underlie the emergence of various 
cognitive processes. With cognitive and neural 
development, children become more sophis-
ticated in their ability to consciously refl ect 
on thoughts, actions, people, and situations. 
Although even very young children are capa-
ble of quickly evaluating whether a stimulus is 
good or bad, the capacity for conscious refl ec-
tion allows children to make increasingly com-
plex evaluations. 

 PFC development underlies children’s trans-
formation from stimulus-bound infants to goal-
oriented individuals capable of regulation and 
refl ection. For example, one mark of PFC mat-
uration is a shift  in the ratio of gray to white 
matter. Gray matter volume reaches adult lev-
els earlier in the OFC than in more lateral areas 
of the PFC, which achieve maturity only at the 
end of adolescence (Giedd et al.,   1999  ). Th e pro-
tracted developmental course of lateral areas 
of PFC has also been documented using mea-
sures of cortical thickness (Nagy, Westerberg, 
& Klingberg,   2004  ). Importantly, the regions 
of the brain involved in relatively automatic, 
aff ective responses to stimuli develop some-
what earlier than regions associated with more 
controlled processing (Zelazo & Cunningham, 

rather than bad names. Taken together, these 
studies suggest that refl ective thought engaged 
by task demands and motivational concerns can 
direct and modulate the processing of valenced 
information to generate situationally appropri-
ate responses. 

 Similar eff ects have been found in studies 
of prejudice, where participants are typically 
motivated to control or inhibit negative evalu-
ations that they may have about certain social 
groups. Specifi cally, greater amygdala activation 
to Black, rather than White, faces was found 
when participants used social (racial) categories 
to make evaluative judgments about them, but 
greater activation to White, rather than Black, 
faces when people tried to treat the faces as indi-
viduals (Wheeler & Fiske,   2005  ). Th e motivation 
to individuate modulated the automatic eval-
uative signal. More directly, in another study, 
when faces were presented subliminally, 12 of 
13 White participants had greater amygdalic 
activation to Black faces compared to White 
(Cunningham et al.,   2004a  ;  see also  Hart et al., 
2001; Leiberman, Hariri, Jarcho, Eisenberger, & 
Bookheimer, 2005; Phelpset al., 2001). Yet, when 
stimuli were presented supraliminally and par-
ticipants had opportunity to regulate initial 
reactions, there was an equivalent amygdalic 
response to Black and White faces. Consistent 
with modulation of evaluative processing by 
prefrontal regions, this decreased activation in 
amygdala to Black relative to White faces was 
accompanied by increased activation in areas of 
the ACC and lateral PFC (dorsolateral PFC and 
rostrolateral PFC). 

 Like the fi ndings for race, greater activity in 
amygdala and insula has been found for images 
of members of other stigmatized groups (e.g., 
obese individuals and transexuals; Krendl, 
Macrae, Kelley, Fugelsang, & Heatherton,   2006  ). 
However, unlike in studies involving racial stim-
uli, in which personal goals and/or social norms 
may encourage participants to inhibit negative 
responses to Black faces, negative responses to 
these sorts of stigmatized others may be con-
sidered more normatively acceptable. Perhaps 
for this reason, in this study, heightened activ-
ity in amygdala and insula was accompanied by 
greater activity in the ACC and lateral PFC in 
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stimulus to the extent that it is incorporated 
into one’s evaluation. With neural maturation, 
which includes increases in processing speed, 
children should be able to iterate more quickly 
and effi  ciently, allowing for more complex eval-
uations ( see  Cunningham & Zelazo,   2007  ). Th e 
developmental course of evaluative processing, 
including its neural and cognitive underpin-
nings, is an important area for future research. 

     CONCLUSION   

 Humans possess a sophisticated evaluative 
system, capable of split-second, preconscious 
judgments, as well as drawn-out, complex, and 
deliberative decisions. Neuro-imaging research 
is beginning to unpack the neural correlates of 
the components of evaluation and, in doing so, 
contributes to our understanding of the evalu-
ative system. In this chapter, we reviewed our 
working model of attitudes, in which  current 
evaluations of a stimulus are continually up -
dated and integrated with additional attitudi-
nal, situational, and motivational information 
to generate increasingly complex evaluations 
( see  Cunningham et al.,   2009  ; Cunningham & 
Zelazo,   2007  ). Data suggests that this evaluative 
cycle, supported by aff ective regions including 
the amygdala and insula, is sustained and mod-
ulated by activity in prefrontal areas, allowing 
for more refl ective, context/goal-appropriate 
evaluations. 

 One important implication of our model 
is that a person’s evaluative state varies from 
moment to moment. Th e social psychology 
literature has recently grappled with appar-
ent dissociations between so-called “implicit” 
and “explicit” measures (e.g., Cunningham, 
Preacher, & Banaji,   2001  ; Nosek,   2005  ). For 
example, people may report pro-Black attitudes 
on self-report measures but be shown to have a 
pro-White bias on a response latency measure of 
attitudes (Cunningham et al.,   2004a  ; Nosek et 
al.,   2002  ). Do people have diff erent attitude rep-
resentations that are activated through diff erent 
processing routes? Is one the real attitude and 
the other an artifact? Our model suggests that 
these diff erences may refl ect evaluations cap-
tured at diff erent points in time or at alternate 

  2007  ). With PFC development, children are 
able to override the relatively automatic, aff ec-
tive responses mediated by the amygdala and 
OFC. Rather than simply responding to the 
salient aspects of a stimulus, conscious refl ec-
tion allows children to integrate positive and 
negative information and generate a more con-
sidered evaluation of a stimulus. 

 Evidence for the development of more con-
trolled processing in the face of stimuli that elicit 
automatic, appetitive responses comes from 
studies assessing the ability of young children to 
delay gratifi cation. For example, Prencipe and 
Zelazo (  2005  ) found that when given the option 
between a small reward now or a larger reward 
later, there were increases in the tendency to 
delay gratifi cation among children between the 
ages of 3 and 5 years. Th e development of the 
ability to control aff ective reactions to stimuli 
has also been studied using a modifi ed version 
of the Iowa Gambling Task (Bechara, Damasio, 
Damasio, & Anderson,   1994  ). Kerr and Zelazo 
(  2004  ) administered a version of this task that 
used only two decks of cards (one advantageous 
and one disadvantageous) and presented infor-
mation about rewards and losses in the form 
of happy faces. Over the course of the task, 4- 
and 5-year-olds developed a preference for the 
advantageous decks, whereas 3-year-olds did 
not. Th e ability to make advantageous decisions 
based on a sophisticated evaluations improves 
during the preschool years, and continues to 
develop over the course of childhood (Crone & 
van der Molen,   2004  ). 

 Th is evidence suggests that with develop-
ment, children are able to make increasingly 
refl ective evaluations and are able to integrate 
information about the current situation with 
more accurate predictions of long-term conse-
quences. Th ese more sophisticated evaluations 
probably result, in part, from more complex 
refl ective processes, instantiated in higher-
order prefrontal regions (e.g.,  see  McClure et 
al.,   2004  ). With each iteration of the evaluative 
system, these more complex processes have the 
ability to shape evaluative responses to match 
goals and situational constraints. As new infor-
mation becomes available, it can only be used 
to create a more complex representation of a 
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more primitive emotional responses, holding 
aggressive and other urges in check. However, 
the IR model suggests that making a fi rm dis-
tinction between emotional and cognitive 
evaluations is not possible; rather, processes 
driven by subcortical and prefrontal regions are 
highly interactive. Although prefrontal activity 
may modulate early automatic responses, sub-
cortical regions remain involved in the repro-
cessing and reconstruction of evaluative states 
( see  Cunningham & Zelazo,   2007  ). Further, as 
we have seen, the manner in which automatic 
evaluations are modulated depends on the goals 
of the perceiver, as well as the social context. 
Sometimes this may result in a dampening of 
situationally inappropriate negativity toward 
social targets; at other times, however, nega-
tive responses may be left  unchecked or even 
exacerbated by refl ective processing. Indeed, we 
have suggested that refl ective processing may 
be used, in some circumstances, to justify nega-
tive evaluations by embedding them in complex 
cognitive structures ( see  Crandall & Eshleman, 
  2003  ). As such, relatively automatic processes 
should not be viewed as necessarily resulting in 
less moral, appropriate, or adaptive responses 
than relatively controlled processes ( see also  
Damasio,   1994  ; Dijksterhuis, Bos, Nordgren, & 
van Baaren,   2006  ; Green & Haidt,   2002  ). 

 Given the complexity of the evaluative sys-
tem, it is likely that our model will require fur-
ther revision and specifi cation. However, we are 
excited about the recent contributions neuro-
psychological research has made to the attitude 
literature. We are confi dent that neuro-imaging 
techniques, in conjunction with traditional 
social psychological methods, will continue to 
give rise to an ever-clearer understanding of 
attitudes and evaluation. 
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   In the proverbial tale of the six blind men and the 
elephant, all six men are touching the same ele-
phant but describe it in various forms, depend-
ing on whether they are touching the trunk, the 
torso, and so forth. A true understanding of the 
elephant could only come from collaboration 
among the men. Th is same principle has played 
an important role in understanding the relation 
between emotion and reason. In contrast to the 
traditional view that emotion opposes reason, 
researchers from psychology and neuroscience 
both suggest a more favorable role of emotion in 
decision making. Psychologists have begun to 
take seriously the idea that emotions may have 
evolved for adaptive reasons, including shaping 
cognitive processing such as decision making 
(e.g., Ekman,   1992  ; Levenson,   1999  ). Positive 
and negative emotion states may be adaptive as 
they prepare individuals for important infor-
mation or actions. Neuroscientists have also 
begun to view emotion as an adaptive force in 
decision making. Th e turning point came when 
researchers discovered that damage to the orbit-
ofrontal cortex, a region of the brain considered 
important for emotions, also impaired deci-
sion making (e.g., Bechara, Damasio, Tranel, & 
Damasio,   1997  ). 

 However, the role of orbitofrontal cortex 
in emotional decision making has recently 
been called into question. Recent research that 
draws on both social psychological and neuro-
science approaches (i.e., social neuroscience) 
suggests that orbitofrontal function may be 

better characterized as supporting self-insight. 
From this perspective, the orbitofrontal cortex 
may have only a distal infl uence on emotional 
decision making. Self-insight processes aff ect 
which emotions are generated, and these emo-
tions aff ect subsequent decision making. Th is 
research does not refute the theorized adaptive 
role of emotion in decision making. Instead, 
this research highlights the need to expand 
the focus on neural investigations of emotional 
decision making into systems outside the orb-
itofrontal cortex. A small number of studies 
suggest other brain regions that may support 
the adaptive role of emotion in decision mak-
ing, but strong conclusions are not currently 
possible because  (1)  emotional decision mak-
ing is not the main focus of some studies so it 
can only be inferred, or  (2)  a lack of behavioral 
eff ects make it diffi  cult to interpret the psycho-
logical meaning of neural activity. Th e chapter 
concludes by proposing future directions for 
“social neuroscience” investigations of emo-
tional decision making. 

     THE NEURAL BASIS OF EMOTIONALLY 
INFLUENCED DECISION MAKING: A FOCUS 
ON THE ORBITOFRONTAL CORTEX   

 Th e turning point in neuroscientifi c views of 
emotion begin with a case study of a patient 
with orbitofrontal damage. Th is patient could 
generate solutions to problems but not pri-
oritize various solutions on the basis of their 

                    CHAPTER 11 
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 Th e Somatic Marker Hypothesis is predomi-
nantly based on lesions studies that adopt a gam-
bling paradigm called the Iowa Gambling Task 
(e.g., Bechara, Damasio, Tranel, & Damasio, 
  1997  ). In the Iowa Gambling Task, skin con-
ductance response (SCR) is measured while 
participants continually draw cards from their 
choice of four decks. Th e cards indicate mon-
etary amounts, resulting in either gain or loss. 
Unbeknownst to the participants, two decks are 
associated with net winnings—they have low 
payoff s but have even lower losses. Th e other two 
decks are associated with net losses—they have 
high payoff s but even larger losses. It is up to the 
participants to fi gure out how to optimize their 
winnings by favoring the decks associated with 
net winnings. Healthy adults and patients with 
damage outside the orbitofrontal cortex (either 
within the frontal lobes or outside the frontal 
lobes) learn the task and gamble in a manner that 
maximizes winnings. In contrast, orbitofrontal 
patients learn the task but fail to implement an 
optimal gambling strategy on a behavioral level. 
Th is failure is interpreted as resulting from a 
parallel defi cit in physiological responses to the 
task. Healthy adults show an increased SCR in 
anticipation of making a risky gamble. In con-
trast, patients with orbitofrontal damage show 
no anticipatory change in SCR. Th ese results 
are interpreted as indicating that orbitofrontal 
damage—particularly to the right side (Tranel 
et al.,   2002  )—impairs decision making because 
somatic markers are not triggered and, there-
fore, cannot guide gambling decisions. Th ese 
fi ndings are consistent with a lesion study that 
suggests that patients with orbitofrontal dam-
age may sometimes make better fi nancial deci-
sions because their decisions are not shaped by 
emotions presumed to arise from the outcome 
of their last fi nancial decision (Shiv et al.,   2005  ). 
In this study, participants completed a series of 
trials in which they could buy a chance to par-
ticipate in a lottery (e.g., 50–50 chance that they 
would win $2.50 or lose their payment of $1) or 
decline to play in that trial (e.g., nothing to gain 
or lose). Healthy controls tended to decline a 
chance to play much more oft en if they had lost 
than if they had won in the previous trial (i.e., 
participated 40.5% compared to 61.7% of the 

viability (Saver & Damasio,   1991  ). For exam-
ple, he could name a number of ways to address 
social dilemmas (e.g., two roommates who 
can not agree on which television program 
to watch), but he could not distinguish which 
solutions were most likely to be eff ective in 
resolving the dilemma. Th e orbitofrontal cor-
tex was associated with emotional functions so 
the discovery of decision-making impairments 
intrigued neuroscientists. Was it possible that 
damage to the orbitofrontal cortex impaired 
decision making because emotion was actually 
needed to optimize decision making? A num-
ber of scientists investigated this question and 
have described diff erent mechanisms through 
which the orbitofrontal cortex mediates emo-
tional decision making. 

    The Somatic Marker Hypothesis   

 From a Somatic Marker Hypothesis perspec-
tive, poor decision making occurs when somatic 
information (e.g., emotion) is not available to 
guide decision making (e.g., Bechara, Damasio, 
& Damasio,   2000  ; Bechara, Damasio, Tranel, & 
Damasio,   1997  ). Orbitofrontal structures are 
theorized to support learning of associations 
between complex situations and the somatic 
changes (i.e., emotional state) usually associated 
with a particular situation. A distributed net-
work of activity is modulated by the orbitofron-
tal cortex, and this activity is thought to refl ect 
the brain’s attempt to recreate previously expe-
rienced associations between internal physi-
ology and external situations. Complex social 
situations engage the orbitofrontal cortex, which 
then activates somatic eff ectors in the amyg-
dala, hypothalamus, and brain-stem nuclei. 
Somatic markers permit the rapid processing of 
possible behavioral responses and evaluation of 
the adaptive value of their associated outcomes. 
Decision-making can then selectively focus on 
option–outcome pairings that are potentially 
rewarding. Th erefore, emotion (in the form of 
somatic markers) will be particularly benefi -
cial in ambiguous situations in which decisions 
can only be based on similar past experiences 
(Bechara, Damasio, & Damasio,   2000  ; Elliot, 
Dolan, & Frith,   2000  ). 
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(e.g., responding to the presence of a reward or 
responding to the presence of punishment) is 
associated with orbitofrontal neuronal activity 
(Th orpe, Rolls, & Maddison,   1983  ). In cases of 
reversal, orbitofrontal neurons also respond to 
a lack of an expected reward and to the pres-
ence of an unexpected reward. Th erefore, orb-
itofrontal cortex re-establishes the reward and 
punishment value of stimuli as contingencies 
change. In other words, the orbitofrontal cor-
tex suppresses irrelevant emotional responses 
to stimuli with new emotional meaning. Th e 
fi ndings from the monkey literature are con-
sistent with human studies of impaired rever-
sal learning in orbitofrontal patients (Fellows & 
Farah,   2003  ; Rolls, Hornak, Wade, & McGrath, 
  1994  ). Specifi cally, orbitofrontal patients are 
able to learn an initial stimulus–reinforcement 
association but do not modify behavior once 
associations are reversed or extinguished. Th is 
perseveration is not observed in patients with 
damage outside of the orbitofrontal cortex or 
in healthy control participants. One study sug-
gested that errors on reversal and extinction 
tasks predict the extent of patients’ social dis-
inhibition as rated by staff  members (Rolls et 
al.,   1994  ). In other words, social problems are 
proposed to arise from diffi  culties making new 
behavioral decisions as stimulus-reinforcement 
contingencies (i.e., emotions) change. 

     Dynamic Filtering Theory   

 Th e orbitofrontal region of the prefrontal cortex 
has also been implicated in integrating emotion 
and cognitive information through a gating 
mechanism (Shimamura,   2000  ). Th is theory 
draws on the general executive function of the 
prefrontal lobes and focuses on the orbitofron-
tal cortex as a region of control over emotional 
processing because of its heavy connections to 
sensory and limbic areas. Patients with orb-
itofrontal damage may be overwhelmed by 
their emotions as they are unable to inhibit the 
neural activity associated with emotional pro-
cessing. In this case, it would be expected that 
patients with orbitofrontal damage would show 
increased emotional biases in decision making, 
as they are unable to suppress their emotional 
responses. 

time). In contrast, orbitofrontal patients’ deci-
sions to buy a chance at the lottery did not dif-
fer much as a function of whether they had lost 
or won in the previous trial (participated 79.8% 
compared to 79.1% of the time). Th e researchers 
suggest that healthy controls experienced neg-
ative emotions aft er a loss, and this emotional 
state reduced their interest in risking money to 
participate in the lottery. However, monetary 
gain is only possible through participation in 
the lottery, and therefore, orbitofrontal patients’ 
higher rates of lottery participation allowed 
them to perform better in this task. 

     Reinforcement and Reversal   

 Another perspective accounts for the role of 
orbitofrontal cortex in emotional decision 
making through reinforcement and reversal 
processes (Kringelbach & Rolls,   2004  ; Rolls, 
  2000  ). Th is perspective proposes that medial 
orbitofrontal cortex (BA 11/12) computes the 
reward value of stimuli and the lateral orbito-
frontal cortex computes the punishing value 
of stimuli that may lead to a change in behav-
ior (Kringelbach & Rolls,   2004  ). From this 
perspective, emotion necessarily arises from 
reward or punishment. As environmental con-
texts change, the orbitofrontal cortex learns 
new reward and punishment associations. 
Th erefore, orbitofrontal patients make poor 
decisions because they are unable to adjust 
behavior in reference to changing rewards and 
punishments (i.e., emotions). 

 Th is positions draws on both animal and 
human research. Single-unit recording from 
orbitofrontal neurons in rhesus monkeys were 
collected during a reversal go–no go task 
(Th orpe, Rolls, & Maddison,   1983  ). In a go–no 
go task, participants learn to respond (“go”) 
or withhold a response (“no go”) to stimuli 
based on their association with the delivery of 
a reward or a punishment. For example, mon-
keys learn to press a key in response to particu-
lar geometric shapes to earn juice rewards and 
avoid electric shock. In the reversal version, 
stimuli values are periodically reassigned so 
that the reward or punishment values of stim-
uli change throughout the task. Learning the 
initial stimulus–reinforcement contingencies 
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cognition through the interpretation of phys-
iological arousal. Research has shown that 
although physiological arousal may be involved, 
it is too slow to exclusively account for emo-
tional priming infl uences on cognition (e.g., 
Fiske & Taylor,   1991  ). Studies have also shown 
that patients with spinal cord injuries, bereft  of 
physiological feedback, report subjective expe-
riences of emotion like those of healthy control 
participants (Bermond et al., 1991; Chwalisz et 
al.,   1988  ; but  see  Hohmann, 1966) and do not 
show impaired performance on gambling tasks 
(Dunn, Dalgleish, & Lawrence,   2006  ; North 
& O’Carroll,   2001  ). Additionally, research has 
shown that individuals tend to misattribute the 
source of their physiological arousal, and conse-
quent decisions may be guided by those misat-
tributions (e.g., Dutton & Aron,   1974  ). Th is set 
of behavioral fi ndings suggests that it is unlikely 
that patterns of arousal (or mentally represented 
patterns of arousal) are fundamental for ensur-
ing nonbiased decisions. 

 A comparison of the neuroscience research 
and behavioral research also reveals that it is 
diffi  cult to integrate these two lines of research 
because of diff erences in the operationalization 
of emotion. Diff erences of emotion measure-
ment are also very evident across the neural 
studies. In the orbitofrontal studies alone, emo-
tion is operationalized as somatic markers, 
gains or losses in fi nancial decision-making 
tasks, positive or negative appraisals, or physi-
cal pain. Standardization of emotion measure-
ment will permit better synthesis of fi ndings 
across the neural and behavioral levels of analy-
sis. Standardized emotion measurement may 
also help pinpoint the specifi c role of the orb-
itofrontal cortex in emotional decision making; 
diff erent theories may have arisen because some 
studies involve emotion and others do not. For 
example, do go–no go paradigms really elicit 
emotion? In this paradigm, participants are 
given points to reinforce their behavior as they 
learn when to produce a response and when 
to withhold a response. From this perspec-
tive, learning that a behavior is “good” is con-
sidered to be an emotional process (e.g., Rolls, 
  2000  ). However, social psychologists might 
argue that developing valenced associations 

 Th e proposal that orbitofrontal  damage 
impairs the ability to suppress emotional res-
ponses is supported by an ERP study conducted 
with orbitofrontal patients (Rule, Shimamura, 
& Knight,   2002  ). Participants, including pat-
ients with orbitofrontal damage or dorsolateral 
prefrontal damage and healthy control subjects, 
were presented with mild shocks or distracting 
noises while watching a movie. In this task, the 
shocks and distracting noises were meant to 
elicit emotional responses. In comparison to the 
dorsolateral prefrontal group and healthy con-
trols, orbitofrontal patients showed greater P300 
amplitudes in both the shock and noise condi-
tion. Healthy control subjects eventually habit-
uated for the shock condition, but orbitofrontal 
patients never did. No signifi cant diff erence for 
habituation for the auditory stimuli was found 
between the orbitofrontal and control groups. 
Th ese fi ndings suggest that the orbitofrontal 
cortex is important for regulating neural activ-
ity associated with emotional stimuli. Patients 
with orbitofrontal damage do not habituate to 
aversive somatosensory stimuli, presumably 
because they can not suppress their response to 
the stimuli. 

      EVALUATION OF EMOTIONAL DECISION 
MAKING AND ORBITOFRONTAL FUNCTION   

 Th e neuroscientifi c research on emotional 
decision making suggests a number of possi-
ble ways the orbitofrontal cortex may support 
eff ective decision making driven by emotion. 
What conclusion can be drawn about the spe-
cifi c role of the orbitofrontal cortex in this pro-
cess? Th e opening anecdote about the blind men 
and the elephant emphasized the importance of 
multimethod investigations to generate scien-
tifi c answers. How might a social psychologist 
interested in the adaptive infl uence of emotion 
on decision making evaluate the neuroscience 
research? What future directions are needed 
to integrate empirical evidence across these 
two fi elds that examine emotional decision 
making? 

 A social psychological perspective raises 
questions about the claim that orbitofron-
tal cortex mediates emotional infl uences on 
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with orbitofrontal damage could experience 
emotions (Beer,   2007  ). It was possible that 
orbitofrontal damage might be associated 
with diminished emotion, as suggested by the 
Somatic Marker Hypothesis, or particularly 
intense emotion, as suggested by Dynamic 
Filtering Th eory. We compared the performance 
of patients with orbitofrontal cortex damage 
to the performance of age-matched controls 
in a series of emotion-eliciting tasks (Gross & 
Levenson,   1995  ; Keltner,   1995  ). Participants 
watched a series of standardized fi lm clips that 
have been shown to elicit a discrete emotional 
state (i.e., one fi lm each for amusement, dis-
gust, anger, sadness, or contentment; Gross & 
Levenson,   1995  ). Additionally, embarrassment 
was examined by asking participants to pose a 
silly face and hold it while viewing themselves 
on a monitor (Keltner,   1995  ). Th ree measures 
were used to assess emotion: autonomic ner-
vous system physiology, questionnaire, and 
facial muscle movement (Facial Action Coding 
System [FACS]; Ekman & Friesen, 1978). We 
found no signifi cant diff erences across the 
groups, with one exception. Orbitofrontal dam-
age was associated with increased self-reports 
and facial expressions of embarrassment. In an 
additional series of tasks, we examined whether 
participants could suppress their emotional 
facial expression in response to a disgusting 
fi lm. No signifi cant diff erences in the ability 
to suppress facial expressions of disgust were 
found between the groups. Th e self-report and 
autonomic physiological measures also did not 
diff er between the groups. Evidence of suppres-
sion in both groups was refl ected in the facial 
twitching typically associated with eff orts to 
suppress facial expressions (Gross & Levenson, 
  1993  ). Th ese fi ndings suggest that orbitofrontal 
cortex does not impair the ability to experience 
or suppress emotion. 

     Orbitofrontal Cortex and Spontaneous 
Emotionality   

 Although the previous study demonstrated that 
orbitofrontal patients were able to generate and 
suppress emotions, it did not examine the eff ect 
of orbitofrontal damage on emotion generation 
in day-to-day life. In a second study, we examined 

for behaviors is better described as attitude or 
preference formation or that reward and pun-
ishment shape motivation to approach or avoid 
objects. A standardized operationalization of 
emotion has been developed through empiri-
cal investigations by social psychologists. From 
this perspective, emotion is defi ned as a short-
lived psychological–physiological phenomena 
that coordinates modes of adaptation to chang-
ing environmental demands (Levenson,   1999  ). 
Empirical studies suggest that changes at three 
levels of measurement refl ect the presence of 
emotion: self-report, physiological assessment, 
and coding of facial expression. 

     REFINING THEORIES OF ORBITOFRONTAL 
FUNCTION FROM A SOCIAL 
PSYCHOLOGICAL PERSPECTIVE: A 
MONITORING HYPOTHESIS   

 Th e blended approach of social psychological 
conceptualization and measurement of emotion 
and decision making with neuroscience meth-
odology (i.e., a social neuroscience approach) 
characterizes our own research on orbitofrontal 
function. Our studies suggest that orbitofrontal 
damage does not impair the ability to generate 
emotional responses as assessed by physiolog-
ical, facial muscle movement, and self-report 
measures. Damage to the orbitofrontal cortex 
may impair the ability to monitor the contex-
tual relevance of one’s behavior and, therefore, 
may preclude the generation of emotion that 
is useful for subsequent decision making. Th e 
monitoring function of orbitofrontal cortex also 
extends to evaluating when emotional informa-
tion should be incorporated into decision-mak-
ing and when emotional infl uences should be 
inhibited. Th e new perspective on orbitofrontal 
function does not disprove an adaptive emo-
tional infl uence on decision making; rather, it 
highlights the need for future neural research 
on this question. 

    Orbitofrontal Cortex and Experimentally 
Induced Emotionality   

 To address the discrepancy between emotion 
measurement in neural studies and behavioral 
studies, we fi rst examined whether patients 



THE NEURAL BASIS OF EMOTIONAL DECISION-MAKING 165

the selection of new behaviors to avoid the rep-
etition of the mistake. In this case, orbitofrontal 
cortex may be important for insight into behav-
ior and only aff ects emotional decision -making 
in a distal manner. To examine the association 
between self-insight, emotion, and orbitofron-
tal damage, we conducted a study in which we 
could measure self-insight and emotion and 
then examine how emotion changed as self-
insight became more accurate. Orbitofrontal 
patients ( see  Fig.   11–1  ), healthy controls, and 
brain-damaged controls (i.e., dorsolateral pre-
frontal damage) took part in a self-disclosure 
task (Aron et al., 1992). In the self-disclosure 
task, an experimenter asked each participant a 
series of questions. Some questions were appro-
priate to discuss with a stranger (e.g., What 
would be a perfect day for you?), and some were 
more appropriate for a discussion with a friend 
(e.g., If you were going to pass away this eve-
ning with no chance to speak to anyone, what 
would you most regret not having told someone 
and why haven’t you told them yet?). Th e mea-
surement of appropriate self-disclosure relied 
on participants’ understanding of social norms 
against excessive disclosure of personal infor-
mation to strangers. Th e orbitofrontal patients 
and both control groups demonstrated equal 
knowledge of this social norm. Aft er the self-
disclosure task, participants reported on their 
perceptions of their social appropriateness and 
their emotional experiences during the task. 
We then manipulated insight into behavior 
by showing participants a videotape of their 
task performance and examined how emotion 
changed.   

 Th e study found that orbitofrontal patients 
disclosed more personal and inappropriate 
information than the other participants. Before 
viewing their videotaped behavior, orbitof-
rontal patients had positively infl ated percep-
tions of their social appropriateness and were 
not embarrassed by their behavior. In contrast 
to their initial emotion ratings, orbitofrontal 
patients’ embarrassment signifi cantly increased 
aft er viewing their videotaped behavior. Th ese 
fi ndings support the theory that orbitofrontal 
cortex mediates online monitoring of behavior 
(e.g., in reference to social norms). Emotional 

the emotions of participants while they engaged 
in two social interaction tasks: a teasing task 
and an overpraise task (Beer et al.,   2003  ). In the 
teasing task, participants had to make up nick-
names for two experiments that they did not 
know well. Th e overpraise task required partici-
pants to generate a creative title for a paragraph 
that was read aloud to them. Th e paragraph 
intentionally had no content, making it diffi  -
cult to generate a title that would be considered 
creative. Aft er the participants made up a title, 
the experimenters praised them for 2 minutes. 
When individuals are sincerely praised, they 
tend to become embarrassed because it violates 
social norms to pat one’s self on the back. Th is 
task created a situation in which the praise was 
clearly undeserved and therefore was intended 
to be amusing or surprising. Th e study showed 
that orbitofrontal patients act inappropriately, 
and their emotions are unexpected given their 
inappropriate behavior. In the teasing task, orb-
itofrontal patients exhibited teasing behavior 
that was objectively more inappropriate than 
that of control participants. Rather than being 
embarrassed by their inappropriate teasing, the 
orbitofrontal patients were more proud of their 
behavior. In the overpraise task, the orbitofron-
tal patients exhibited embarrassment, as if the 
praise was deserved, whereas the control par-
ticipants exhibited amusement. In other words, 
patients with orbitofrontal damage exhibit the 
kind of emotion that would be expected for 
individuals who had not acted in an off ensive 
manner and had genuinely excelled at the title 
task. Together, these studies suggest that orbito-
frontal damage is associated with a discrepancy 
between emotion and behavior. 

     Orbitofrontal Cortex and Self-Monitoring   

 One possible explanation for the discrepancy 
between behavior and emotion is that orbitof-
rontal patients lack insight into their behavior. 
In other words, orbitofrontal patients’ emotion 
may refl ect an erroneous belief that they had 
acted appropriately during the task. Without 
awareness of mistakes, an individual has no rea-
son to become embarrassed, and therefore, the 
experience of embarrassment cannot motivate 
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and the previous fi nding that orbitofrontal cor-
tex may serve a monitoring function led us to 
ask a new question about the involvement of orb-
itofrontal cortex in emotional decision making. 
Does the orbitofrontal cortex monitor whether 
emotion should be incorporated or inhibited in 
situations of decision making? A series of fMRI 
studies of healthy individuals has supported 
the theory that orbitofrontal cortex is involved 
in mediating emotional infl uences on decision 
making by evaluating the relevance of the emo-
tional information (Beer, Knight, & D’Esposito, 
  2006  ). Participants were presented with neg-
ative neutral pictures as they placed bets in a 
gambling task (i.e., a roulette game). In the help-
ful condition, participants were told that the 
pictures held a clue about the upcoming gam-
ble. Specifi cally negative pictures indicated high 
risk in comparison to neutral pictures. Previous 
studies suggest that individuals are likely to 
reduce their gambles in relation to fearful pic-
tures because of increased perceptions of risk 
(e.g., Johnson & Tversky,   1983  ). In the hurtful 
condition, participants were told the pictures 
did not hold a clue about the upcoming bet. Th is 
required participants to suppress the normative 
infl uence of the negative pictures on betting 
decisions. Orbitofrontal cortex was recruited 

decision making may be impacted by orbitof-
rontal damage because emotional experience 
may be driven by faulty perceptions of one’s 
behavior. In other words, impaired self-insight 
may preclude the generation of the emotions 
needed to guide decision making. 

     Orbitofrontal Cortex and Monitoring 
Emotional Infl uences on Decision Making   

 If the orbitofrontal cortex does serve a monitor-
ing function, then it may aff ect emotional deci-
sion making aside from impacting self-insight. 
Although neural models tend to assume that 
emotional information is either helpful (e.g., 
Somatic Marker Hypothesis, Reinforcement 
Model) or hurtful (e.g., Reversal Model), it is 
clear that emotional infl uences on decision 
making may be helpful or hurtful. Emotions 
infl uence attention and the amount of cognitive 
resources we devote to decision making (e.g., 
Forgas,   2002  ). Th e direction of attention and 
rapidity in decision making can sometimes be 
advantageous, such as fear motivating the deci-
sion to freeze upon seeing a snake on a trail. On 
the other hand, residual anger from a frustrating 
commute may motivate snap decision making 
where deliberation may be more advantageous. 
Th e complex role of emotion in decision making 

 

A B

   Fig. 11–1    Panel A: An axial slice through orbitofrontal cortex from an orbitofrontal lesion patient 
(Patient DH from Beer et al.,   2006  ). Note the lesion completely destroys the lateral and medial orbito-
frontal cortex (arrowheads) and spares anterior temporal lobes.   Panel B: Five patients with bilateral 
orbitofrontal cortex damage. Th e fi rst fi ve rows show the extent of damage in an individual patient 
as transcribed onto axial templates using 5-mm cuts. Th e bottom row represents the extent of lesion 
overlap across subjects.   
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as many words as possible that began with a 
particular letter (e.g., the letter “B”). Although 
diff erences in activity were found during the 
verbal fl uency task for the diff erent mood con-
ditions, no behavioral diff erences were found 
across the conditions. It will be necessary to 
replicate this eff ect in the contexts of behavioral 
diff erences to draw strong conclusions about 
the relation between the mood manipulations 
and diff erences in brain activity. Another study 
examined emotional infl uences on memory for 
words and faces (Gray et al.,   2002  ). Participants 
viewed emotional fi lms and then performed a 
three-back task for words and faces. A three-
back task requires participants to judge whether 
a currently presented stimuli is the same stimuli 
that was presented three trials earlier. Th is task 
required individuals to remember the sequence 
of words and faces as they were presented. A 
marginally signifi cant behavioral eff ect was 
found: memory for words was reduced by 
negative emotion, and memory for faces was 
enhanced by negative emotion. Activity in the 
right dorsolateral prefrontal cortex accounted 
for the diff erential emotional infl uences on 
memory for words and faces. Th e authors of the 
study note that the psychological mechanism 
through which emotion diff erentially aff ects 
memory for words and faces is unclear, and 
future research is needed to more fully under-
stand the psychological meaning of the dorso-
lateral prefrontal activity. 

 Indirect evidence for the neural systems 
supporting adaptive emotional infl uences on 
decision making comes from a recent wave of 
research combining economic and neurosci-
ence approaches (e.g., Rilling et al.,   2002  ; Sanfey 
et al.,   2003  ). Th e main focus of these studies is 
not emotional decision making, and  therefore, 
 emotion is not directly manipulated and then 
examined in relation to decision making. 
However, these studies have found that deci-
sion-making tasks signifi cantly recruit brain 
regions previously associated with emotion. For 
example, one study examined decision making 
using the Ultimatum Game (Sanfey et al.,   2003  ). 
In the Ultimatum Game, participants must split 
a sum of money with another player. In one con-
dition, the other player off ers a portion of the 

for appropriately applying the emotional infor-
mation to the subsequent gambling decision. In 
other words, orbitofrontal cortex was recruited 
for betting that was infl uenced by helpful emo-
tion cues (e.g., reduced gambling in relation to 
negative emotion) and recruited for inhibiting 
the eff ect of hurtful emotion cues (e.g., gam-
bling decisions that did not diff er as a function 
of cue). Th ese studies suggest that orbitofrontal 
cortex is involved emotional decision- making 
by regulating response selection in relation to 
the helpful or hurtful nature of emotion for a 
particular decision. 

 In summary, the social neuroscience app-
roach suggests that the orbitofrontal cortex 
is important for monitoring functions. Th ese 
monitoring functions may infl uence emotional 
decision making by  (1)  supporting insight into 
the appropriateness of behavior that aff ects the 
emotions that are generated and  (2)  monitoring 
whether emotional decision making is appropri-
ate. However, the primary function of orbitof-
rontal cortex is not to apply emotion to decision 
making. Th ese studies should not be considered 
evidence against the view that emotion can have 
an adaptive role in decision-making. Instead the 
implication is that neural investigations of emo-
tional decision-making should move beyond 
the focus on orbitofrontal cortex and examine 
whether other brain regions support adaptive 
infl uences of emotion on decision making. 

      NEURAL MODELS OF EMOTIONAL 
DECISION-MAKING: FOCUS BEYOND THE 
ORBITOFRONTAL CORTEX   

 Th ere are a small number of studies that have 
examined the neural mediation of mood infl u-
ences on cognition. For example, investiga-
tors conducted a PET study to examine the 
neural activity associated with  (1)  elated and 
 (2)  depressed mood infl uences on verbal fl u-
ency (Baker et al.,   1997  ). Mood manipula-
tions involved a combination of procedures. 
For example, the elated mood manipulation 
required participants to read positive sentences, 
listen to positive music, and accept a gift  certif-
icate before getting in the scanner. Th e verbal 
fl uency task required participants to nominate 
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making, research adopting a social neuroscience 
approach has demonstrated that the orbitofron-
tal cortex only distally impacts emotional deci-
sion making through self-monitoring processes 
(e.g., insight into online behavior, insight into 
the relevance of emotional information). Th is 
evidence does not refute the adaptive role of 
emotion in decision making; rather, it suggests 
that future research is needed to better under-
stand whether areas outside of the orbitofrontal 
cortex are involved in adaptive emotional deci-
sion making. Future research in the domain of 
emotional decision making might also focus on 
a number of related questions. 

 First, emotions can be broadly categorized 
(i.e, positive, negative, or self-conscious), but 
behavioral research suggests that studying spe-
cifi c emotions in relation to decision making will 
be the most powerful avenue of investigation. 
For example, both fear and anger are negative 
emotions, but each has a diff erent consequence 
for decision making (Lerner & Keltner, 2000). 
Fear reduces risk-taking and anger promotes 
risk-taking. 

 Second, does emotion really have a unitary 
eff ect on decision making? Emotions are char-
acterized by a number of components, including 
valence, arousal, and motivational tendencies 
that might infl uence decision making. Valence 
may shift  attention toward valence-congruent 
information, arousal may impact availability 
of cognitive resources, and motivational ten-
dencies may speed the execution of particu-
lar actions. When an emotion infl uences risky 
decision making, do separate neural systems 
compute the infl uence of valence, arousal, and 
motivational tendencies or is there an over-
arching system that computes the infl uence of 
all of these factors? Although there are likely 
to be additional areas recruited for each com-
ponent, common areas recruited across these 
factors would support the theory that these 
factors underlie the overarching psychological 
construct of emotion (e.g., Berman, Jonides, & 
Nee,   2006  ). 

 Th ird, another interesting question that will 
benefi t from the neural level of analysis is 
the mechanism by which mixed emotional 
experiences infl uence decision making. Early 

sum to the participant and the participant must 
decide to accept or reject the off er. Th e off ers 
may be fair (e.g., very close to 50% for each per-
son) or unfair (e.g., 80% for the player and 20% 
for the participant). Th e consideration of unfair 
off ers was associated with insula activity. Insula 
activity has oft en been associated with negative 
emotions such as disgust, anger, pain, and dis-
tress, suggesting that the participants may have 
experienced these emotions while considering 
the off er. From a rational economic perspec-
tive, acting on the negative emotion by refusing 
the off er is maladaptive because the participant 
gains no money when even a small amount may 
have been available. However, from a broader 
perspective, the negative emotional reaction 
to unfair off ers is interpreted as advantageous 
because the acceptance of unfair off ers over 
time (even from diff erent individuals) may 
threaten social status. Another study examined 
decision making in a Prisoner’s Dilemma game 
(Rilling et al.,   2002  ). In a Prisoner’s Dilemma 
game, participants win money as a function of 
their own decision to cooperate or betray and 
their partner’s decision to cooperate or betray. 
Th e choice to cooperate is a double-edged 
sword; participants win the most if both play-
ers choose to cooperate but lose the most if they 
decide to cooperate and the other player decides 
to betray. In this study, cooperation was asso-
ciated with areas associated with reward pro-
cessing (e.g., nucleus accumbens, orbitofrontal 
cortex, anterior cingulate, and caudate nucleus). 
Th e authors suggest that this activation refl ects 
a positive emotion experience that reinforces 
prosocial decision making. Th e positive emo-
tional reaction is adaptive in this case because 
although the player may gain less in monetary 
units, social cooperation may prevent ostracism 
from the group. 

     FUTURE DIRECTIONS   

 Th is chapter has challenged the view that neu-
ral investigations of orbitofrontal cortex func-
tion provide strong support for the adaptive 
role of emotion in decision making. Although 
the orbitofrontal cortex was considered to 
mediate emotional infl uences on decision 
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amusement (emotion condition), or whether 
more of the faces belonged to women than to 
men (gender condition). Although these judg-
ments were straightforward if the faces were 
distributed unequally across emotion or gen-
der, there was also an ambiguous condition 
in which 50% of the faces contained the target 
emotion or gender. Ventromedial prefrontal 
activity was associated with judgments of emo-
tion compared to gender in the ambiguous con-
dition. However, the study was not designed to 
examine the infl uence of a mixed emotional 
state on decision making, so it is not known 
if the emotional face condition really elicited 
mixed emotions in the participants. 

     CONCLUSION   

 A more favorable view of the role of emotion in 
decision making has recently emerged within 
psychology and neuroscience. From the neu-
roscience perspective, the main focus of this 
line of research has been the orbitofrontal cor-
tex. However, social neuroscience research 
has shown that the primary function of the 
orbitofrontal cortex is better characterized by 
self-monitoring processes. Defi cits in these 
monitoring processes aff ect emotional decision 
making, but only in a distal manner. Th is evi-
dence does not refute the possibility of adap-
tive emotional infl uences on decision making 
but suggests that future neural investigations of 
systems supporting eff ective decision making 
that relies on emotion should focus on a system 
outside of the orbitofrontal cortex. Many future 
avenues of neural investigation are suggested by 
social psychological theory, and paradigms and 
will promote meaningful synthesis of empiri-
cal evidence across the fi elds of psychology and 
neuroscience. 
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    Contemporary dimensional models of emotion 
regard the positive to negative valence dimen-
sion as an important organizing principle 
(Lang,   1995  ; Watson,   2000  ). Over the last three 
decades, this principle has been used to orga-
nize empirical observations of the relationship 
between left  versus right (asymmetrical) frontal 
cortical activations and emotional experience 
and expression. In this body of research, posi-
tive aff ect has been found to relate to relatively 
greater left  than right frontal cortical activity, 
whereas negative aff ect has been found to relate 
to relatively greater right than left  frontal corti-
cal activity. 

 Th e interest in the relationship between asy-
mmetrical frontal brain activity and emotional 
valence was sparked in part by systematic 
observations that damage to the left  frontal cor-
tex caused depression, whereas damage to the 
right frontal cortex caused mania (Robinson, 
Kubos, Starr, Rao, & Price,   1984  ). Following 
closely aft er these observations, research dem-
onstrated that both trait and state positive aff ect 
was associated with increased left  frontal cor-
tical activity, whereas trait and state negative 
aff ect was associated with increased right fron-
tal cortical activity ( see  review by Silberman 
& Weingartner,   1986  ). Conceptually similar 

results have been obtained using a wide vari-
ety of neuroscience methods, including lesion 
studies (Robinson & Downhill,   1995  ), repeti-
tive transcranial magnetic stimulation (rTMS; 
van Honk, Schutter, d’Alfonso, Kessels, & de 
Haan,   2002  ), positron emission tomography 
(PET; Th ut et al.,   1997  ), fMRI (Canli, Desmond, 
Zhao, Glover, & Gabrieli,   1998  ), event-related 
brain potentials (ERPs; Cunningham, Espinet, 
DeYoung, & Zelazo,   2005  ), and EEG (Coan & 
Allen,   2003  ). Moreover, these eff ects have been 
observed in nonhuman and human animals 
(Berridge, España, & Stalnaker,   2003  ). 

 Until the late 1990s, all studies examining 
the relationship between asymmetrical fron-
tal cortical activity and emotion confounded 
aff ective valence (positive vs. negative aff ect) 
with motivational direction. Th at is, all posi-
tive aff ective states/traits (e.g., joy, interest) that 
had been empirically examined were approach 
motivating, whereas all negative aff ective states/
traits (e.g., fear, disgust) were withdrawal moti-
vating. To understand whether these asym-
metrical frontal cortical activations resulted 
from aff ective valence or motivational direc-
tion (approach vs. withdrawal), we needed to 
examine an emotive state that avoided this con-
found of valence and motivational direction. 
To do so, we began investigating the relation-
ship of anger with asymmetrical frontal cortical 
activity, because past social psychological and 
animal behavior research suggested that anger 
is a negative emotion that evokes approach 
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extracted from the raw EEG. Alpha is the fre-
quency range from 8 to 13 Hz (cycles per sec-
ond). Past research has suggested that alpha 
power is inversely related to cortical activation 
using a variety of other measures of cortical 
activation (Lindsley & Wicke,   1974  ), such as 
PET (Cook, O’Hara, Uijtdehaage, Mandelkern, 
& Leuchter,   1998  ) and fMRI (Goldman, Stern, 
Engel, & Cohen,   2002  ). Although EEG alpha 
power is inversely correlated with PET and 
fMRI measures, it may assess diff erent aspects 
of brain activity (e.g., pre- vs. postsynaptic 
potentials). 

 Ultimately, both PET and fMRI rely on blood 
fl ow to brain areas recently involved in neuronal 
activity, although other changes also aff ect fMRI 
such as oxygen consumption and blood volume 
changes. Because both PET and fMRI measure 
blood fl ow rather than neuronal activity, the 
activations are not in real time with neuronal 
activations; rather, they are blood responses to 
neuronal responses. Th us, there is a biological 
limit on the time resolution of the response, 
such that even in the best measurement sys-
tems, the peak blood fl ow response occurs 6 to 
9 seconds aft er stimulus onset (Reiman, Lane, 
van Petten, & Bandettini,   2000  ). However, there 
are suggestions that experimental methods can 
be designed to detect stimulus condition diff er-
ences as early as 2 seconds (Bellgowan, Saad, & 
Bandettini,   2003  ). As a consequence, the lim-
itation with fMRI and PET is biological. In 
contrast, EEG measures electrical activations 
instantaneously, at sub-millisecond resolution. 

 Th e spatial resolution of EEG, the ability to 
locate which specifi c areas of the brain gen-
erate the signals recorded, is currently not as 
good as spatial resolution with PET and fMRI. 
Much work is being conducted to achieve math-
ematical solutions to this problem, allowing for 
EEG to have better spatial resolution (e.g., Dien, 
Spencer, & Donchin,   2003  ; Pascual-Marqui et 
al.,   1999  ). EEG research is also much less costly 
than fMRI and PET research. Finally, PET and 
EEG permit measurement of tonic (e.g., rest-
ing, baseline) activity as well as phasic (e.g., 
in response to a state manipulation) activity, 
whereas fMRI permits measurement of phasic 
but not tonic activity. 

motivational action tendencies. If asymmetrical 
frontal cortical activity relates to motivational 
direction, then  anger should relate to greater left  
than right frontal activity , because anger is asso-
ciated with  approach motivational direction . On 
the other hand, if asymmetrical frontal cortical 
activity relates to aff ective valence, then  anger 
should relate to greater right than left  frontal 
activity , because anger is associated with  nega-
tive valence . 

 By investigating the relationship of anger 
with asymmetrical frontal cortical activity, 
we were in a position to gain a more complete 
understanding of the psychological and behav-
ioral functions of asymmetrical frontal cortical 
activity. In addition, basic research on anger 
and its underlying neural systems can provide 
insights useful for understanding the rela-
tionship of motivational direction and aff ec-
tive valence. Most contemporary theories of 
emotion assume that positive aff ects are only 
related to approach motivation, whereas nega-
tive aff ects are only related to withdrawal moti-
vation (Lang,   1995  ; Watson,   2000  ). By exploring 
anger, we will be in a position to better under-
stand how these two important dimensions are 
related to each other. Finally, by understanding 
basic processes involved in anger, we as a society 
should be in a better position to explain, predict, 
treat, and control anger when necessary.  

  “But anger is problematic above all other neg-
ative aff ects for its social consequences… my 
anger … threatens violence for you, your fam-
ily, your friends, and above all for our society. 
Of all the negative aff ects it is the least likely to 
remain under the skin of the one who feels it, 
and so it is just that aff ect all societies try hard-
est to contain within that envelope under the 
skin …” (Tomkins, 1991, p. 111).   

     NEURO-IMAGING METHODS PRIMER   

 Much of the research on asymmetrical frontal 
cortical activity and emotion has used EEG, 
particularly power (microvolts squared) in the 
alpha frequency band. Th e raw EEG signal is 
a complex waveform that can be decomposed 
using fast Fourier transforms (FFTs). Th at is, 
from the FFT, several frequency bands can be 
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vigorous action, and increases attention toward 
aversive stimuli. Carver and White’s (  1994  ) BIS/
BAS questionnaire assesses individual diff er-
ences in BIS and BAS sensitivity. Sample items 
from the BIS scale include: “I worry about mak-
ing mistakes,” and “I have very few fears com-
pared to my friends (reverse scored).” Sample 
items from the BAS include: “It would excite 
me to win a contest”; “I go out of my way to get 
things I want”; and “I crave excitement and new 
sensations”. 

 Soon aft er observing the relationship 
between trait approach motivation and relative 
left  frontal cortical activity, we noticed that all 
past studies on asymmetrical frontal cortical 
activity and emotion had confounded emo-
tional valence (positive, negative aff ect) with 
motivational direction (approach, withdrawal 
motivation). Researchers were claiming that 
relatively greater left  than right frontal corti-
cal activity refl ected greater approach moti-
vation and positive aff ect, whereas relatively 
greater right than left  frontal cortical activity 
refl ected greater withdrawal motivation and 
negative aff ect. Th ese claims fi t well into dom-
inant emotion theories that associated positive 
aff ect with approach motivation and negative 
aff ect with withdrawal motivation (Lang,   1995  ; 
Watson,   2000  ). 

 However, other, older theories suggested that 
approach motivation and positive aff ect are not 
always associated with one another. Anger, for 
example, is a negatively valenced emotion that 
evokes behavioral tendencies of approach (e.g., 
Darwin,   1872  ; Ekman & Friesen,   1975  ; Plutchik, 
  1980  ; Young,   1943  ). For example, anger is asso-
ciated with attack—particularly off ensive 
aggression (e.g., Berkowitz,   1993  ; Blanchard & 
Blanchard, 1984). Off ensive aggression, asso-
ciated with anger, can be distinguished from 
defensive aggression, associated with fear. 
Off ensive aggression leads to attack without 
attempts to escape, whereas defensive or fear-
based aggression leads to attack only if escape is 
not possible. In demonstrating that organisms 
evidence off ensive aggression and that this is 
an approach behavior, Lagerspetz (  1969  ) found 
that under certain conditions mice would cross 
an electrifi ed grid to attack another mouse. 

 Scalp-recorded electrical activity is the result 
of activity of populations of neurons. Th e activ-
ity can be recorded on the scalp surface because 
the tissue between the neurons and the scalp 
acts as a volume conductor. Because the activity 
generated by one neuron is small, it is thought 
that the activity recorded at the scalp is the inte-
grated activity of numerous neurons that are 
active synchronously. Moreover, for activity to 
be recorded at the scalp, the electric fi elds gener-
ated by each neuron must be oriented in such a 
way that their eff ects cumulate. Th at is, the neu-
rons must be arranged in an open as opposed 
to closed fi eld. In an open fi eld, the neurons’ 
dendrites are all oriented on one side of the 
structure, whereas their axons all depart from 
the other side. Open fi elds are present where 
neurons are organized in layers, as in most of 
the cortex, parts of the thalamus, the cerebel-
lum, and other structures. Because of the need 
for summation of electrical potentials, the EEG 
activity is most likely the result of postsynaptic 
potentials, which have a slower time-course and 
are more likely to be synchronous and summate 
than presynaptic potentials. 

     TESTING COMPETING HYPOTHESES: 
MOTIVATIONAL DIRECTION VERSUS 
EMOTIONAL VALENCE   

 In 1997, two independent groups observed 
that trait approach motivation was related to 
greater left  than right frontal activity at resting 
baseline (Harmon-Jones & Allen,   1997  ; Sutton 
& Davidson,   1997  ). Trait approach motivation 
was assessed using Carver and White’s (  1994  ) 
behavioral activation and behavioral inhibition 
scale. Th e scale was based on Gray’s (  1987  ) the-
ory of motivation, which posits that a behavioral 
activation system (BAS) and behavioral inhibi-
tion system (BIS) motivate and guide behavior. 
In Gray’s theory, the BAS is a motivational sys-
tem that is sensitive to signals of conditioned 
reward, nonpunishment, and escape from pun-
ishment. Its activation causes movement toward 
goals. Th e BIS is hypothesized to be sensitive to 
signals of conditioned punishment, nonreward, 
novelty, and innate fear stimuli. Th e BIS inhib-
its behavior, increases arousal, prepares for 
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more similar to each other in their relationship 
with optimism than fear and anger. Although 
Lerner and Keltner (  2001  ) interpreted their 
fi ndings as being the result of the appraisals 
associated with anger, it seems equally plausible 
that it was the approach motivational character 
of anger that caused the relationship of anger 
and optimism. Th at is, anger creates optimism 
because anger engages the approach motiva-
tional system, which produces greater optimis-
tic expectations. 

 Other evidence supporting the idea 
that anger is associated with an approach-
 orientation comes from research on bipolar dis-
order. Th e emotions of euphoria and anger oft en 
occur during manic phases of bipolar disorder 
(Cassidy, Forest, Murry, & Carroll,   1998  ; Depue 
& Iacono,   1989  ; Tyrer & Shopsin,   1982  ). Both 
euphoria and anger may be approach-oriented 
processes, and a dysregulated or hyperactive 
approach system may underlie mania (Depue & 
Iacono,   1989  ; Fowles,   1993  ). Research suggests 
that hypomania/mania involves increased left  
frontal brain activity and approach motiva-
tional tendencies. In this research, it has been 
found that individuals who have suff ered dam-
age to the right frontal cortex are more likely 
to evidence mania ( see  review by Robinson & 
Downhill,   1995  ). Th us, this research is con-
sistent with the view that mania may be asso-
ciated with increased left  frontal activity and 
increased approach tendencies, because the 
approach motivation functions of the left  fron-
tal cortex are released and not restrained by the 
withdrawal system in the right frontal cortex. 
Furthermore, lithium carbonate, a treatment for 
bipolar disorder, reduces aggression (Malone, 
Delaney, Luebbert, Cater, & Campbell,   2000  ), 
suggesting that anger and aggression correlate 
with the other symptoms of bipolar disorder. 
In addition, trait anger has been found to relate 
to high levels of assertiveness and competitive-
ness (Buss & Perry,   1992  ). 

 Other studies have associated anger with 
trait approach motivation or, more specifi cally, 
trait behavioral approach or BAS. In two stud-
ies, trait BAS, as assessed by Carver and White’s 
(  1994  ) scale, was positively related to trait anger 
at the simple correlation level, as assessed by 

 Lewis et al. (  1990  ; Lewis, Sullivan, Ramsay, 
& Alessandri,   1992  ) conditioned infants to pull 
a string to receive a reward. Th ey found that 
infants who displayed anger when the reward 
was withdrawn demonstrated the highest lev-
els of joy, interest, and required arm pull when 
the learning portion of the task was reinstated. 
Th ese results suggest that subsequent to frus-
trating events, anger may maintain and increase 
task engagement and approach motivation. 

 Additional support for the idea that anger 
is associated with approach motivation comes 
from research testing the conceptual model 
that integrated reactance theory with learned 
helplessness theory (Wortman & Brehm,   1975  ). 
According to this model, how individuals res-
pond to uncontrollable outcomes depends on 
their expectation of being able to control the 
outcome and the importance of the outcome. 
When an individual expects to be able to con-
trol outcomes that are important, and those 
outcomes are found to be uncontrollable, psy-
chological reactance should be aroused. Th us, 
for individuals who initially expect control, 
the fi rst few bouts of uncontrollable outcomes 
should arouse reactance, a motivational state 
aimed at restoring control. Aft er several expo-
sures to uncontrollable outcomes, these indivi-
duals should become convinced that they 
cannot control the outcomes and should show 
decreased motivation (i.e., learned helplessness). 
In other words, reactance will precede helpless-
ness for individuals who initially expect con-
trol. In one study testing this model, individuals 
who exhibited angry feelings in response to one 
unsolvable problem had better performance and 
were presumably more approach motivated on a 
subsequent cognitive task than did participants 
who exhibited less anger (Mikulincer,   1988  ). 

 Other research has revealed that state anger 
relates to high levels of self-assurance, physi-
cal strength, and bravery (Izard,   1991  ), incli-
nations associated with approach motivation. 
Additionally, Lerner and Keltner (  2001  ) found 
that anger (both trait and state) is associated 
with optimistic expectations, whereas fear 
is associated with pessimistic expectations. 
Moreover, happiness was associated with opti-
mism, making anger and happiness appear 
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unit for impulsive aggression. Even among 
these individuals, trait anger related positively 
with greater left  than right frontal activity. 
Asymmetrical activity in other regions did not 
relate with anger. Th e specifi city of anger to 
frontal asymmetries and not other region asym-
metries has been observed in all of our studies. 
Th us, we focus our review on asymmetrical 
frontal activity. 

 Other research addressed an alternative 
explanation for the observation that relative left  
frontal activity related to anger (Harmon-Jones, 
  2004  ). Th e alternative explanation suggested 
that persons with high levels of trait anger might 
experience anger as a positive emotion, and this 
positive feeling or attitude toward anger could 
be responsible for anger being associated with 
relative left  frontal activity. Aft er developing a 
valid and reliable assessment of attitude toward 
anger, a study was conducted to assess whether 
resting baseline asymmetrical activity related 
to trait anger and attitude toward anger. Results 
indicated that anger related to relative left  
frontal activity and not attitude toward anger. 
Moreover, further analyses revealed that the 
relationship between trait anger and left  frontal 
activity did not result from anger being associ-
ated with a positive attitude toward anger. 

     State Anger   

 To address the limitations inherent in correla-
tional studies, experiments have been conduc-
ted in which anger is manipulated and its eff ects 
on regional brain activity are examined. In 
Harmon-Jones and Sigelman (  2001  ), partici-
pants were randomly assigned to a condition 
in which another person insulted them or to a 
condition in which another person treated them 
in a neutral manner. Immediately following the 
treatment, EEG was collected. As predicted, 
individuals who were insulted evidenced greater 
relative left  frontal activity than individuals who 
were not insulted. Additional analyses revealed 
that within the insult condition, reported anger 
and aggression were positively correlated with 
relative left  frontal activity. Neither of these 
correlations was signifi cant in the no-insult 
condition. Th ese results suggest that relative 

the Buss and Perry (  1992  ) aggression question-
naire (Harmon-Jones,   2003  ). Carver (  2004  ) has 
also found that trait BAS predicts state anger 
in response to situational anger manipulations. 
Th ese results support the hypothesis that anger 
is related to approach motivation. 

 Because of the large body of evidence sug-
gesting that anger is oft en associated with 
approach motivation, my colleagues and I 
examined the relationship between anger and 
relative left  frontal activation to test whether 
the frontal asymmetry results from emotional 
valence, motivational direction, or a combi-
nation of emotional valence and motivational 
direction. 

     ASYMMETRICAL FRONTAL CORTICAL 
ACTIVITY AND ANGER   

 Because much past research from a variety of 
empirical approaches suggests that anger is 
associated with approach motivational tenden-
cies, we proposed that by assessing the relation-
ship of anger and asymmetrical frontal cortical 
activity, we would be better able to determine 
whether asymmetrical frontal cortical activ-
ity related to motivational direction or aff ec-
tive valence. If asymmetrical frontal cortical 
activity relates to motivational direction, then 
anger should relate to greater left  than right 
frontal activity, because anger is associated with 
approach motivational direction. In contrast, 
if asymmetrical frontal cortical activity relates 
to aff ective valence, then anger should relate to 
greater right than left  frontal activity, because 
anger is associated with negative valence. 

    Trait Anger   

 In one of the fi rst studies testing these com-
peting predictions, Harmon-Jones and Allen 
(  1998  ) assessed trait anger using the Buss and 
Perry (  1992  ) questionnaire and assessed asym-
metrical frontal activity by examining baseline, 
resting regional EEG activity (alpha power) 
in a 4-minute period. In this study of adoles-
cents, trait anger related to increased left  fron-
tal activity and decreased right frontal activity. 
In addition, a subset of this sample was com-
prised of adolescents in a psychiatric in-patient 
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being circulated to stop it (action possible con-
dition); the other condition was led to believe 
that the university administration had already 
voted in favor of implementing the tuition 
increase and nothing could be done to change 
that (action impossible condition). Both condi-
tions evoked signifi cant increases in anger (over 
baseline) and they were not signifi cantly dif-
ferent from each other. More importantly and 
consistent with predictions, results indicated 
that participants who expected to engage in the 
approach-related action evidenced greater left  
frontal activity than participants who expected 
to be unable to engage in approach-related 
action. Moreover, within the action-possible 
condition, participants who evidenced greater 
left  frontal activity in response to the angering 
event also evidenced greater self-reported anger, 
providing support for the idea that anger is oft en 
an approach-related emotional response. In the 
condition where action was not possible, greater 
left  frontal activity did not relate to greater anger. 
In our view, this is because, although anger usu-
ally leads to approach motivation, when action 
is not possible, approach motivation remains 
low, even if angry feelings are high. Finally, 
within the action-possible condition, partici-
pants who evidenced greater left  frontal activ-
ity in response to the event were more likely to 
engage in behaviors that would reduce the pos-
sibility of the angering event from occurring in 
the future (i.e., they were more likely to sign a 
petition to prevent the tuition increase and to 
take petitions with them for others to sign). Th is 
fi nding suggests that greater approach motiva-
tion, as refl ected in greater left  frontal cortical 
activity, was associated with more action to cor-
rect the negative situation. 

 Th e research of Harmon-Jones et al. (  2003  ) 
suggests that the left  frontal region is most accu-
rately described as a region sensitive to approach 
motivational intensity. Th at is, it was only when 
anger was associated with an opportunity 
to behave in a manner to resolve the anger-
producing event that participants evidenced 
the increased relative left  frontal activation. 
Th e eff ect of approach motivation and anger 
on left  frontal activity has recently been pro-
duced using pictorial stimuli that evoke anger 

left  frontal activation was associated with more 
anger and aggression in the condition in which 
anger was evoked. 

 More recent experimental evidence has rep-
licated these results and also revealed that state 
anger evokes both increased left  and decreased 
right frontal activity. In addition, when partici-
pants were fi rst induced to feel sympathy for a 
person who insulted them, this reduced the 
eff ects of insult on left  and right frontal activity 
(Harmon-Jones, Vaughn-Scott, Mohr, Sigelman, 
& Harmon-Jones,   2004  ). Th is suggests that the 
reason experiencing sympathy for another indi-
vidual reduces aggression toward that individ-
ual (e.g.,  see  review by Miller & Eisenberg, 1988) 
may be because sympathy reduces the relative 
left  frontal activity associated with approach-
oriented anger. 

     Independent Manipulation of Approach 
Motivation Within Anger   

 In the experiments just described, the designs 
were tailored in such a way as to evoke anger 
that was approach-oriented. Although most ins-
tances of anger involve approach inclinations, it 
is possible that not all forms of anger are associ-
ated with approach motivation. To manipulate 
approach motivation independently of anger, 
Harmon-Jones, Sigelman, Bohlig, and Harmon-
Jones (  2003  ) performed an experiment in which 
the ability to cope with the anger-producing 
event was manipulated. Based on past research 
that has revealed that coping potential aff ects 
motivational intensity (Brehm & Self, 1996), it 
was predicted that the expectation of being able 
to take action to resolve the anger-producing 
event would increase approach motivational 
intensity relative to expecting to be unable to 
take action. 

 Participants, who were strongly opposed to a 
tuition increase, were angered by a radio edito-
rial that argued in favor of a 10% tuition increase 
at their university. To manipulate coping poten-
tial or the expectation of acting to change the 
situation, two conditions diff ered with regard 
as to whether it was possible for participants to 
act to change the event that caused the anger. 
One condition was led to believe that the tuition 
increase might not occur and that petitions were 
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individuals high in trait anger, even mild anger 
cues might activate parts of the anger network 
and, through established associations, lead to 
angry expressive-motor responses, physiologi-
cal reactions, feelings, thoughts, and memories. 

 Along the lines suggested by the cognitive-
neo-associative model of aggression (e.g., 
Berkowitz,   1993  ), research has revealed that 
participants high in trait anger show selective 
perceptual and cognitive biases toward angry 
words and facial expressions in Stroop-type and 
visual search tasks (Cohen, Eckhardt, & Schagat, 
  1998  ; Eckhardt & Cohen,   1997  ; van Honk et 
al.,   2001  ). However, no previous research has 
tested whether anger-evoking stimuli are more 
likely to activate neural structures involved in 
approach motivational tendencies in individuals 
who are high as compared to low in trait anger. 
Such results would extend our knowledge of 
the neural circuitry underlying angry individu-
als’ enhanced likelihood of engaging in angry 
responses. Th erefore, we predicted that individ-
uals high in trait anger would show relatively 
greater left  frontal cortical activation to mild 
anger cues even when explicit approach motiva-
tion opportunities were not made salient. 

 In this study, participants were exposed to 
anger-inducing pictures (and other pictures) and 
given no explicit manipulations of action expec-
tancy. Across all participants, a null eff ect of rel-
ative left  frontal asymmetry occurred. However, 
individual diff erences in trait anger related to 
relative left  frontal activity to the anger-induc-
ing pictures, such that individuals high in trait 
anger showed greater left  frontal activity to 
anger-producing pictures (controlling for activ-
ity to neutral pictures; Harmon-Jones,   2007  ). 
Th ese results suggest that the explicit manipu-
lation or opportunity for approach motivated 
action may potentiate the eff ects of approach 
motivation on relative left  frontal activity but 
may not always be necessary. 

     Manipulation of Frontal Cortical Activity 
and Anger Processing   

 Other research is consistent with the hypoth-
esis that anger is associated with left  frontal 
activity. For example, d’Alfonso et al. (  2000  ) 
used slow rTMS to inhibit the left  or right 

 (Harmon-Jones, Lueck, Fearn, & Harmon-Jones, 
  2006  ). In this experiment, participants low in 
racial prejudice were shown neutral, positive, 
and fear/disgust pictures from the International 
Aff ective Picture System (Lang, Bradley, & 
Cuthbert,   2005  ). Mixed among those pictures 
were pictures depicting instances of racism and 
hatred (e.g., neo-Nazis, Ku Klux Klan). Prior to 
viewing the pictures, half of the participants 
were informed that they would write an essay 
on why racism is immoral, unjust, and unfair 
at the end of the experiment. Th is manipulation 
served to increase their anger-related approach 
motivation. Results revealed that participants 
showed greater relative left  frontal activity to 
anger pictures than other picture types only 
when they expected to engage in approach-
related behavior. A second study revealed that 
individuals who scored lower in racial prejudice 
evidenced even greater relative left  frontal acti-
vation to the anger-evoking racist pictures in 
the approach motivation condition. 

 Th e above fi ndings may suggest that rela-
tively greater left  frontal activity will occur in 
response to an angering situation only when 
there is an explicit approach motivational 
opportunity. However, it is possible that an 
explicit approach motivational opportunity is 
not necessary for increased left  frontal activ-
ity to anger to occur but that it only intensifi es 
left  frontal activity. In other words, there may 
be other features of the situation or person that 
make it likely that an angering situation will 
increase approach motivational tendencies and 
activity in the left  frontal cortical region. One 
possibility along these lines is the personality 
characteristic of trait anger—that is, individuals 
who are chronically high in anger may evidence 
increased left  frontal activity (and approach 
motivational tendencies) in response to anger-
ing situations that would not necessarily cause 
such responses in individuals who are not as 
chronically angry. Th is prediction is predi-
cated on the idea that angry individuals have 
more extensive angry associative networks than 
less angry individuals and that anger-evoking 
stimuli should therefore activate parts of the 
network more readily in these angry individu-
als (Berkowitz,   1993  ). In other words, among 
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participant than those who squeezed with their 
left  hand (Peterson, Shackman, & Harmon-
Jones,   2008  ). 

      RESEARCH ON ANGER USING OTHER BRAIN 
IMAGING METHODS   

 Th e reviewed research has revealed that the left  
frontal cortical region is involved in approach 
motivated anger. A few studies on anger using 
brain imaging technologies other than EEG 
have been conducted. In one, PET (oxygen-15
-labeled carbon dioxide) was measured while 
men were exposed to mental imagery scripts 
concerning angering or neutral events that 
occurred in their own lives. Results revealed 
that as compared to neutral imagery, anger 
imagery caused an increase in the left  orbital 
frontal cortex, the right anterior cingulate cor-
tex, the bilateral anterior temporal poles, left  
precentral gyrus, bilateral medial frontal cor-
tex, and bilateral cerebellum. Dougherty et al. 
(  1999  ) interpreted the increase in left  orbital 
frontal cortical activity as corresponding “to 
inhibition of aggressive behavior in the face of 
anger.” (p. 471). Although this interpretation is 
consistent with some speculations of the role of 
the left  orbital frontal cortex in response inhibi-
tion (Mega et al.,   1997  ), it is inconsistent with the 
EEG results showing that increased left  frontal 
activity is associated with increased aggression 
and approach behavior (e.g., Harmon-Jones & 
Sigelman,   2001  ; Harmon-Jones et al.,   2003  ). 
Th e interpretation that the left  frontal cortical 
region is involved in the inhibition of anger 
and aggression is also inconsistent with lesion 
data suggesting that mania results from dam-
age to the right frontal region (e.g., Robinson & 
Downhill,   1995  ) and results obtained when the 
left  relative to right frontal cortex is activated 
and angry attentional processes are measured 
(e.g., d’Alfonso et al.,   2000  ). However, EEG is 
likely assessing dorsolateral frontal cortical 
activity and not orbital frontal activity, and left  
orbital frontal activity may be involved in the 
inhibition of anger, whereas left  dorsolateral 
frontal activity may be involved in approach 
motivations like anger. Th e study by Dougherty 
et al. did not fi nd an increase in left  dorsolateral 

prefrontal cortex (PFC). Slow rTMS produces 
inhibition of cortical excitability, so that rTMS 
applied to the right PFC decreases its activation 
and causes the left  PFC to become more active, 
whereas rTMS applied to the left  PFC causes acti-
vation of the right PFC. Th ey found that rTMS 
applied to the right PFC caused selective atten-
tion toward angry faces, whereas rTMS applied 
to the left  PFC caused selective attention away 
from angry faces. Th us, an increase in left  pre-
frontal activity led participants to attentionally 
approach angry faces, as in an aggressive con-
frontation. In contrast, an increase in right pre-
frontal activity led participants to attentionally 
avoid angry faces, as in a fear-based avoidance. 
Conceptually similar results have been found by 
van Honk and Schutter (  2006  ). Th e interpreta-
tion of these results, which these researchers 
advanced, concurs with other research that has 
demonstrated that attention toward angry faces 
is associated with high levels of self-reported 
anger and that attention away from angry faces 
is associated with high levels of cortisol, which 
is associated with fear (van Honk, Tuiten, de 
Haan, van den Hout, & Stam,   2001  ; Van Honk, 
Tuiten, Van den Hout, Koppeschaar, Th ijssen, & 
de Haan,   1998  ; van Honk et al.,   1999  ). 

 We recently extended the work of van Honk 
and colleagues by examining whether a manip-
ulation of asymmetrical frontal cortical activity 
would aff ect behavioral aggression. Based on 
past research showing that contraction of the left  
hand increases right frontal cortical activity and 
that contraction of the right hand increases left  
frontal cortical activity (Harmon-Jones,   2006  ), 
we manipulated asymmetrical frontal cortical 
activity by having participants contract their 
right or left  hand. Participants then received 
insulting feedback ostensibly from another par-
ticipant. Th ey then played a reaction time game 
on the computer against the other ostensible 
participant. Participants were told they could 
give the other participant a blast of 60dB, 70dB, 
80dB, 90dB, or 100dB white noise for up to 10 
seconds if they were fastest to press the shift  key 
when an image appeared on the screen. Results 
indicated that participants who squeezed 
with their right hand gave signifi cantly louder 
and longer noise blasts to the other ostensible 
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be partially instantiated in the right frontal 
cortex. 

 However, other studies have implicated 
reduced activity in both left  and right frontal 
cortices in violence and aggression. For exam-
ple, Raine et al. (  1998  ) found in a PET study 
that aff ective murderers, as compared to preda-
tory murderers and normal controls, evidenced 
reduced lateral and medial prefrontal activity 
in both hemispheres during a continuous per-
formance task. Of course, diff erences in par-
ticipant samples may explain the diff erences in 
results—that is, most of the anger studies have 
involved normal individuals, whereas the stud-
ies on violence have involved extremely violent 
individuals. However, in the Harmon-Jones and 
Allen (  1998  ) study, some participants were ado-
lescents who were in an in-patient psychiatric 
unit for impulse control disorders. Even among 
this sample, trait anger was related to greater 
left  frontal activity and reduced right frontal 
activity at rest (for similar results,  see  Rybak, 
Crayton, Young, Herba, & Konopka,   2006  ). 
Th ese results suggest that the samples may not 
be the source of the diff erences. However, the 
Harmon-Jones and Allen (  1998  ) sample was 
much younger than samples used in other stud-
ies comparing frontal lobe function in violent 
and nonviolent individuals (e.g., Raine et al., 
  1998  ). Th e longer lifetime of violence in adults 
may relate to the reductions in frontal cortical 
activity. 

 Th e studies comparing brain function of 
violent and nonviolent individuals typically 
assess frontal lobe function at rest or during a 
cognitive task and not during anger-arousing 
situations. However, it is not clear that reduced 
frontal lobe function measured during these 
tasks causes violence. Th e violent individuals (as 
compared to the nonviolent individuals) who 
display less prefrontal activity during cognitive 
tasks may simply be less emotively engaged by 
the relatively unemotional nature of the tasks. 
Th e frontal lobe function of violent individu-
als during a more emotively engaging situation, 
such as an interpersonal provocation, has not 
been assessed. It is possible that reduced frontal 
lobe function might not be seen in these indi-
viduals in such a situation. Brain activations 

frontal activity but their manipulation may not 
have evoked approach-motivated anger. 

 Of course, anger induced realistically by 
insulting feedback or goal blocking, as in the 
EEG experiments, may have very diff erent 
properties from imagined anger, as produced 
by imagery. In the imagery experiments, cor-
relations between reported anger and regional 
brain activity were not reported, whereas in the 
EEG experiments, self-reported anger has been 
found to correlate signifi cantly with relative left  
frontal activity. Examination of correlations 
between reported emotion and physiological 
measures assists in determining whether the 
brain activation is related to emotional experi-
ence or some other nonemotional variable. 

     COMPARISON OF NEURAL RESEARCH 
ON ANGER TO NEURAL RESEARCH ON 
VIOLENCE   

 Th e results indicating that relatively greater 
left  frontal cortical activity is associated with 
increased approach-oriented anger and behav-
ior are seemingly inconsistent with evidence 
suggesting that violent individuals have reduced 
frontal lobe function (e.g., Amen et al.,   1996  ; 
Raine, Stoddard, Bihrle, & Buchsbaum,   1998  ; 
Raine et al.,   1998  ). Th ese results, and others, have 
led some to conclude that the PFC—particularly 
the left  orbital frontal cortex (and frontal activa-
tions derived from EEG)—is involved in the reg-
ulation of negative aff ects like anger (Davidson, 
Putnam, & Larson,   2000  ). 

 However, other research has more strongly 
implicated reduced activity in the right frontal 
regions in violence (Raine et al.,   1998  ; Raine 
et al.,   2001  ). Th ese fi ndings are consistent with 
the reviewed EEG research, which found that 
approach-oriented anger was associated with 
reduced right frontal activity (in addition to 
increased left  frontal activity). Other research 
has revealed that increased activity in the right 
frontal cortex is associated with withdrawal 
motivation. Perhaps the violent individuals 
who showed reduced right frontal activity in 
the studies of Raine and colleagues (  1998  ,   2001  ) 
lack the behavioral constraints engendered by 
the withdrawal motivation system that may 
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the PFC for higher-level cognitive processes 
is because it is a region that is much larger in 
humans than nonhuman animals. Th e logic 
continues that if the PFC were a relatively recent 
development in evolution, then it must be the 
source of those psychological processes that sep-
arate us from other animals. Th is logic is likely 
at least partially correct but not foolproof. For 
example, recent single-cell research with rats 
has revealed that the PFC is involved in aggres-
sion and most of the cells activated are not 
inhibitory cells (Halász, Tóth, Kalló, Liposits, & 
Haller,   2006  ). Th e PFC is a vast territory and is 
likely involved in a number of psychological pro-
cesses. Moreover, structures that are involved in 
certain psychological/behavioral processes in 
nonhuman animals may be involved in diff er-
ent processes in human animals. For example, 
many of the anatomical details of components 
of emotional response circuits are diff erent in 
rodents and primates. Th e organization, con-
nectivity, and some functions of amygdala 
nuclei (Amaral, Price, Pitkanen, & Carmichael, 
  1992  ), PFC (Goldman-Rakic,   1987  ), and ante-
rior cingulate (Bush, Luu, & Posner,   2000  ) dif-
fer between rodents and primates. In addition, 
evidence suggests that areas throughout the 
brain are activated during a variety of mental 
processes, rather than processes being localized 
in just one brain area. Th e size, complexity, and 
activity of the human PFC suggest that it is inte-
grated in many processes. 

 Humans are better able to plan behavior 
and control their responses to emotional stim-
uli than other animals. No doubt the PFC is 
involved in these processes. However, this plan-
ning and execution of behavior is not always 
in the service of inhibiting destructive motiva-
tions. In fact, some behaviors that are said to 
distinguish humans from other mammals, such 
as war and genocide, involve planning and con-
trol but actually enhance the destructiveness of 
approach-oriented aggressive motivation. 

 Indeed, the research on anger and asymmet-
rical frontal cortical activity, when considered in 
whole, strongly suggests that the left  PFC region 
is involved in more than inhibition of nega-
tive aff ect, as some have suggested (Davidson, 
Putnam, & Larson,   2000  ). Th at is, relative left  

during anger-inducing events may be more 
predictive of violent behavior than brain acti-
vations during nonmotivating cognitive tasks. 
Another diffi  culty emerges when attempting to 
compare studies of violent off enders with the 
studies on anger: anger can be manipulated in 
the lab, whereas being a violent off ender cannot 
be manipulated. Th e latter correlational studies 
are diffi  cult to interpret. 

 In summary, the idea that anger is associated 
with approach motivational tendencies is sup-
ported by behavioral and neuro-imaging evi-
dence. However, it is possible that some instances 
of anger, such as anger mixed with fear, may be 
associated with withdrawal motivational ten-
dencies. Indeed, in one study, we observed such 
an eff ect (Zinner, Brodish, Devine, & Harmon-
Jones,   2008  ). In the study, White individuals 
prepared to interact with a Black person, under 
the guise of an interest in exploring interracial 
interactions. In such a context, societal pressure 
dictates that anger should not be expressed. 
Th us, in this situation, the experience of anger 
may coincide with anxiety and a desire to avoid 
the situation. Cortical activity was measured 
while White participants anticipated the inter-
racial interaction. Consistent with expectations, 
self-reported anger was associated with anxiety 
and relative right frontal cortical activity. In 
addition, some individuals may have learned 
to control their angry approach tendencies and 
may have instead converted these angry ten-
dencies into withdrawal-oriented behaviors 
(e.g., Hewig, Hagemann, Seifert, Naumann, & 
Bartussek,   2004  ). More research is needed to 
understand whether and how this type of angry 
expression may emerge. 

     DISCUSSION   

 Of course, approach motivations such as anger 
involve several brain regions, but the reviewed 
research establishes the importance of the left  
PFC in approach motivation independent of 
aff ective valence. Oft en in discussions of the 
functions of the PFC, scientists suggest that the 
PFC is involved in higher-level cognitive func-
tions, such as working memory and inhibitory 
processes. Part of the reason scientists reserve 
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lateralizations are preserved and elaborated into 
the frontal cortices of primates. Future research 
will need to explore connections between sub-
cortical and cortical structures in approach 
and withdrawal motivation. Along these lines, 
some research suggests activations in the left  
frontal cortex are related to dopaminergic pro-
jections from the striatum associated with the 
coordination of action with learned reward 
contingencies (Berridge, Espana, & Stalnacher, 
  2003  ). However, it is unlikely that the motiva-
tional-related activations observed in the fron-
tal cortices simply result from “propagation” of 
signals from solely subcortical structures, as 
source-localization analyses have suggested that 
approach-withdrawal-related frontal asymme-
tries refl ect changes in dorsolateral prefrontal 
cortical activity (Pizzagalli et al., 2005). 

 In conclusion, research suggests that greater 
left  than right frontal cortical activity is associ-
ated with approach motivation and not positive 
aff ect  per se.  In pursuing a better understand-
ing of the role of asymmetrical frontal cortical 
activity in emotive processes, the research shed 
new light on social psychological questions 
out side the realm of social neuroscience. For 
example, the neuroscience question regarding 
the emotive functions of asymmetrical fron-
tal cortical activity prompted a line of research 
on anger, one of the most socially important 
emotive states/traits, which has unfortunately 
been relatively neglected in most major theories 
of emotion. Th is research demonstrated that 
unlike other negative emotions, anger is oft en 
associated with approach motivational tenden-
cies. Consequently, major dimensional theories 
of emotion will need to be modifi ed to incor-
porate the idea that not all negative aff ects are 
associated with withdrawal motivation. Also, 
the research on anger suggested social situations 
and individual diff erences that may cause anger 
to be associated with withdrawal motivation. 
Th is work may have important implications 
for understanding the inhibition of aggressive 
behavior as well as the development and/or 
maintenance of anxiety disorders. Finally, the 
research on the emotive functions of asymmet-
rical frontal cortical activity has been extended 
to assist in understanding the psychological and 

frontal activation has been associated with self-
reported state anger and behavioral aggres-
sion (Harmon-Jones & Sigelman,   2001  ) and 
approach-motivated behavior (Harmon-Jones 
et al.,   2003  ). Individuals with proneness toward 
mania (Harmon-Jones et al., 2002) and individ-
uals higher in trait anger (Harmon-Jones,   2007  ) 
show even greater relative left  frontal activa-
tion in response to angering events. Moreover, 
manipulated increases in left  frontal activation 
cause approach-related angry attentional and 
memory responses (d’Alfonso et al.,   2000  ; van 
Honk & Schutter,   2006  ). Finally, even at rest-
ing baseline, individuals who are higher in trait 
anger show greater relative left  frontal activity 
(Hewig et al.,   2004  ; Harmon-Jones & Allen, 
  1998  ; Rybak et al.,   2006  ), and this relationship 
also occurs in adolescents who are in psychi-
atric in-patient units for impulse control dis-
orders (Harmon-Jones & Allen,   1998  ; Rybak et 
al.,   2006  ). It would be illogical to suggest that all 
of these individuals are inhibiting anger more 
than individuals without high levels of state 
anger, trait anger, approach behavior, aggres-
sion, or mania. 

 Th e approach and withdrawal processes 
 imp l emented by asymmetrical frontal cortices 
have been observed in rhesus monkeys (e.g., 
Kalin, Shelton, Davidson, & Kelley,   2001  ) and 
humans as early as 2 to 3 days of age (Fox & 
Davidson,   1986  ). In addition, damage to these 
regions of frontal cortex cause depression ver-
sus mania (Robinson & Downhill,   1995  ), and 
rTMS manipulations of left  versus right cortical 
regions aff ects mood and attentional processing 
in manners consistent with the idea that asym-
metrical frontal cortical activity is involved in 
motivational direction (d’Alfonso et al.,   2000  ; 
van Honk & Schutter,   2006  ). Finally, research 
with organisms as simple as toads has revealed 
that approach and withdrawal processes are lat-
eralized in a manner similar to that observed 
in humans (Vallortigara & Rogers,   2005  ). 
However, these lateralizations probably involve 
more structures than the frontal cortex, as 
amphibians lack such. It is possible that sub-
cortical structures are lateralized for approach 
and withdrawal motivational processes in 
amphibians, reptiles, and birds but that these 
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behavioral functions of guilt (Amodio, Devine, 
& Harmon-Jones,   2007  ) as well as cognitive 
dissonance processes (Harmon-Jones,   2004  ; 
Harmon-Jones, Gerdjikov, & Harmon-Jones, 
  2008  ). Social neuroscience is an important area 
of social psychology that has the potential to 
enhance our understanding of basic social psy-
chological issues and integrate the theories and 
fi ndings of social psychology into other areas of 
neuroscientifi c inquiry. 
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   In the Highland Indian villages of Guatemala, 
miniature “worry” dolls approximately 1 inch 
in height and made from small bits of wood, 
cloth, and string are given from parent to child. 
According to legend, parents are meant to say 
the following along with the presentation of the 
gift : “If you have a problem, then share it with a 
worry doll. Before going to bed, tell one worry 
to each doll, then place them beneath your pil-
low. Whilst you sleep, the dolls will take your 
worries away!” It is unclear whether these dolls 
have actually been imbued with the power to 
whisk away worry, however there is a great deal 
of evidence to suggest that the process of shar-
ing one’s worry, of putting bad feelings into 
words, can diminish one’s emotional distress, 
at least under certain circumstances. Th is chap-
ter examines the neurocognitive mechanisms 
of  disruption eff ects , the process by which putt-
ing feelings into words can disrupt the feelings 
being verbalized. 

 Th e notion that labeling emotional states 
can help to dampen down or regulate negative 
emotional states is hardly new. In commen-
tary on some of the oldest Buddhist texts, it 
has been written that “Th e skillful use of label-
ing … introduces a healthy degree of inner 
detachment since the act of apostrophizing [i.e. 
speaking to] one’s moods and emotions dimin-
ishes one’s identifi cation with them” (Analayo, 
2003, p. 113). Similarly, a number of western 
thinkers have written about disruption eff ects 
prior to the twentieth century. Th e philosopher 

Benedict Spinoza suggested that “An emo-
tion which is a passion, ceases to be a passion 
as soon as we form a clear and distinct idea 
thereof” (1675/2000, p. 291). In the  Principles of 
Psychology , William James wrote that “Th e pre-
sent conscious state when I say … ‘I feel angry’ 
is not the…direct state of anger … it is the state 
of  saying-I-feel-angry . Th e act of naming them 
has momentarily detracted from their force” 
(1890, p. 190). 

 In modern psychology, emotions are oft en 
thought to be relatively uncontrollable with dir-
ect attempts at regulating one’s own emotional 
state oft en backfi ring (LeDoux,   1996  ; Wegner, 
Erber, & Zanakos,   1993  ; Wegner, Shortt, Blake, 
& Page,   1990  ). Nevertheless, the legacy of disrup-
tion aff ects lives in various forms of talk thera-
pies. Talk therapies such as cognitive-behavioral 
therapy and psychoanalysis vary greatly in their 
approach and the putative mechanisms sup-
porting successful outcomes; however, they all 
involve individuals putting feelings into words 
with the hopes of managing or transforming 
those feelings. 

 Th e insight that putting one’s feelings into 
words can have mental and physical health ben-
efi ts was captured experimentally in work on 
disclosure through expressive writing (for 
a review,  see  Lepore & Smyth,   2002  ). In the 
1980s, Pennebaker began a program of research 
(Pennebaker & Beall,   1986  ; Pennebaker,   1997  ) 
in which participants were asked to write about 
past negative experiences on four successive 
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 Th is blurred line between intentional and 
unintentional regulation is present in some of 
the earliest work on emotion regulation con-
ducted by Lazarus and others. In these studies 
(Dandoy & Goldstein,   1990  ; Lazarus & Alfert, 
  1964  ; Lazarus, Opton, Nomikos, & Rankin, 
  1965  ; Speisman, Lazarus, Mordkoff , & Davison, 
  1964  ), subjects’ physiological arousal was mea-
sured, typically while they watched disturbing 
fi lms. By providing a verbal narrative explain-
ing the content of the fi lms in diff erent ways, 
changes in the physiological responses were 
obtained. For example, telling subjects that 
the scene they were about to see was created 
by actors appearing to get injured and that the 
injuries were fake led to diminished skin con-
ductance responses while subjects watched the 
scene, relative to subjects not so informed. Th e 
framing of the scene changed the appraisal of 
the scene’s meaning and thus had apparent 
regulatory eff ects (i.e., diminished skin con-
ductance responses), but it is unclear whether 
the subjects engaged in anything they would 
themselves call emotion regulation. Decades 
of work on placebo eff ects have a similar phe-
nomenology associated with them (Benedetti, 
Mayberg, Wager, Stohler, & Zubieta,   2005  ), such 
that a belief or appraisal that a pill will prevent 
pain actually leads to diminished experiences 
of pain, despite the pill having no active ingre-
dients. More recent fMRI work (Ochsner, this 
volume) has put this reframing or  reappraisal  
process in the hands of subjects and thus made 
the process fully overt, asking subjects to under-
stand aversive stimuli in ways that make them 
less aversive. 

 Th e expressive writing studies (Pennebaker 
et al.,   1997  ) and appraisal studies (Lazarus & 
Alfert,   1964  ) suggest that verbal processing of 
emotional content and explicit changes to the 
framing of emotional content can serve to regu-
late emotional responses, even when there is no 
obvious regulatory intent. Nevertheless, these 
paradigms could both produce spontaneous 
intentions to regulate one’s emotions, and this 
could be serving as an unmeasured, but medi-
ating, mechanism. Two other lines of research 
suggest that intention to regulate one’s aff ect 
is not, in fact, necessary for the disruption of 

days, and these participants were found to have 
visited the doctor less oft en over the following 
half-year compared to those who wrote about 
trivial experiences. Although numerous studies 
have shown health benefi ts of expressive writ-
ing across numerous domains, including blood 
pressure (McGuire, Greenberg, & Gevirtz, 
  2005  ), chronic pain (Broderick, Junghaenel, 
& Schwartz,   2005  ), cancer-related symp-
tons (Stanton et al.,   2002  ), lung functioning 
(Smyth et al.,   1999  ), liver functioning (Francis 
& Pennebaker,   1992  ), and immune function 
(Booth, Petrie, & Pennebaker,   1997  ), a num-
ber of other studies have shown that expressive 
writing leads to improvements in emotional 
well-being and mental health more generally 
(Hemenover,   2003  ; Park & Blumberg,   2002  ). 
It is unclear which aspects of the writing pro-
duce the physical and mental health benefi ts 
(for a review of diff erent accounts,  see  Baikie & 
Wilhelm,   2005  ); however, it is clear that merely 
thinking about negative experiences without 
being required to organize those thoughts into 
words does not have the same benefi ts and can 
actually be quite detrimental to mental health 
(Lyubormirsky, Sousa, & Dickerhoof,   2006  ; 
Nolen-Hoeksema,   2000  ). 

     INTENTIONAL VERSUS UNINTENTIONAL 
EMOTION REGULATION   

 Although the eff ects of expressive writing look 
like the results of emotion regulation processes, 
the expressive writing paradigm lacks certain 
indicators associated with emotion regulation. 
When one thinks of emotion regulation, one 
typically thinks of having a very overt inten-
tion to change one’s emotional experience or at 
least the outward manifestations of that experi-
ence (Gross,   1998  ). One imagines “grinning and 
bearing it” when publicly receiving news that 
someone else received the promotion you were 
hoping for. Most would also expect that car-
rying out this intentional emotion regulation 
would feel eff ortful (Richards & Gross,   2000  ). 
It is unclear to what extent putting feelings into 
words, either during expressive writing or in 
other forms, constitutes an intentional or unin-
tentional form of emotion regulation. 
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but one that was imagined rather than real. 
Despite the imaginary nature of the traumas 
written about, these individuals showed ben-
efi ts of expressive writing similar to those seen 
in previous studies. It is diffi  cult to argue that 
these benefi ts derived from any overt attempts 
at emotion regulation. Instead, merely putting 
feelings into words—albeit imagined feelings—
produced disruption-like eff ects. 

 It is important to note here that I am not 
suggesting that intentional emotion regulation 
is reducible to putting feelings into words. Th e 
understanding that people have of themselves 
and of those around them guide their emotional 
lives, and thus new understandings reached 
through introspection, disclosure, and reap-
praisal undoubtedly have the power to trans-
form one’s emotional responses. I am simply 
suggesting that  some of the benefi ts  derived from 
these therapeutic techniques may result from 
neurocognitive consequences of merely putting 
feelings into words. And if this is the case, these 
benefi ts could be put to good use therapeutically, 
even in cases for which an individual is unwill-
ing or unable to engage in emotion regulation. 

     RVLPFC AS A CANDIDATE MECHANISM   

 Th e rest of this chapter is devoted to explor-
ing one possible neurocognitive mechanism by 
which putting feelings into words could disrupt 
basic negative aff ect processes, thereby improv-
ing one’s aff ective state. Disruption theory pos-
its that right ventrolateral prefrontal cortex 
(RVLPFC;  see  highlighted area in Fig.   13–1  d) 
plays a central role in the disruption eff ects. 
RVLPFC long been associated with inhibitory 
processes and more recently it has been iden-
tifi ed in studies examining the symbolic pro-
cessing of aff ect. With both of these functions 
associated with RVLPFC activity, RVLPFC 
emerges as an ideal candidate for disruption 
eff ects, as these eff ects appear to involve sym-
bolic processing of aff ect, which leads to the 
inhibition of aff ective processes. Before turning 
to the evidence that experimentally combines 
these functions in RVLPFC, I fi rst review the 
evidence that links RVLPFC separately to inhi-
bition and to symbolic processing of aff ect.   

aff ect to occur for a broader review of uninten-
tional emotion regulation, see Berkman and 
Lieberman (  2009  ). 

 For example, Wilson and Schooler (  1991  ; 
Wilson et al.,   1993  ) conducted a series of studies 
demonstrating that refl ecting upon and writ-
ing about one’s own aff ective state disrupted 
the impact that their aff ective states would 
otherwise have had on their decision making. 
Critically, in these studies, the task was not 
focused on emotion regulation at all but instead 
was focused on merely making good decisions 
by consulting one’s own aff ective response as a 
guide. In one study, individuals were asked to 
choose between a number of works of art and 
were ultimately able to take one art print home 
with them. Some individuals were also asked to 
refl ect on their feelings about each of the prints 
 before  announcing their rating. Surprisingly, 
individuals who refl ected on their feelings 
before choosing were more likely to choose an 
art print that they themselves would later regret 
choosing than individuals who did not refl ect 
on their feelings. Th e authors suggested that 
some aspects of feeling states are more verbaliz-
able than others, and when making a decision, 
we weight verbal information in our minds 
more heavily than nonverbal feelings. Th us, if 
good decisions are driven by feelings that can-
not be easily verbalized, relying on that which 
can be verbalized will produce suboptimal 
decisions. It is also possible, however, that ver-
balizing one’s feelings temporarily altered the 
feeling states themselves by dampening them. 
Behavioral data alone cannot easily tease these 
two interpretations apart (i.e., overemphasiz-
ing verbal information vs. dampening of aff ect) 
and this was actually one of the original incen-
tives for using fMRI to examine this issue, as 
it may be better suited for teasing apart these 
interpretations. 

 Another study by Greenberg, Wortman, and 
Stone (  1996  ) more directly addresses the issue 
of whether regulatory intent is critical for the 
benefi ts of putting feelings into words. In this 
study, an expressive writing paradigm similar to 
Pennebaker’s was used except that an additional 
condition was included. Individuals in this 
condition were asked to write about a trauma, 
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  2003  ; Fan, Flombaum, McCandiss, Th omas, & 
Posner,   2003  ; Kemmotsu, Villalobos, Gaff rey, 
Courchesne, & Muller,   2005  ; Leung, Skudlarski, 
Gatenby, Peterson, & Gore,   2000  ). In addition, 
these tasks have found that RVLPFC activity is 
associated with faster reaction times on inhibi-
tion trials (Garavan et al.,   1999  ), that RVLPFC 
activity is greater for successful inhibition trials 
than unsuccessful inhibition trials (Rubia et al., 
  2003  ), and that RVLPFC activity is greater for 
harder inhibition trials than easy inhibition tri-
als (Matthews et al.,   2005  ). Children with atten-
tion defi cit hyperactivity disorder (ADHD) 
show impaired behavioral performance on 
motor inhibition tasks and also evidence less 
RVLPFC activity during inhibition tasks than 
controls (Durston, Mulder, Casey, Ziermans, 
& van Engeland,   2006  ; Rubia et al.,   1999  ). One 
study that observed better motor inhibition in 
an ADHD sample aft er neurofeedback training 

    RVLPFC and Inhibition   

 Although there is ongoing debate about the 
full set of neural regions involved in inhibi-
tory processes, RVLPFC would certainly be 
included in anyone’s candidate set. More than a 
dozen neuro-imaging studies of the Go-NoGo, 
Flanker, and Stroop tasks have identifi ed 
RVLPFC activations associated with trying 
to inhibit a prepotent motor response or try-
ing to ignore task-irrelevant information that 
would lead to an incorrect response (Asahi, 
Okamoto, Okada, Yamawaki, & Tokota,   2004  ; 
Blasi et al.,   2006  ; Garavan, Ross, & Stein,   1999  ; 
Horn, Dolan, Elliott, Deakin, & Woodruff , 
  2003  ; Kawashima,   1996  ; Konishi,   1999  ; Liddle, 
Kiehl, & Smith,   2001  ; Matthews, Simmons, 
Arce, & Paulus,   2005  ; Rubia, Smith, Brammer, 
& Taylor,   2003  ; Hazeltine, Poldrack, & Gabrieli, 
  2000  ; Hazeltine, Bunge, Scanlon, & Gabrieli, 
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high as that seen in the inhibition literature. 
SPA refers, roughly, to the explicit linguistic/
propositional processing of one’s own aff ect 
(“I feel sad”), the aff ect of others (“She looks 
frightened”), evaluatively valenced categories 
(“Terrorists are bad”), or the value of response 
options (“I will lose money if I keep my money 
in betamax stock”). Across a variety of studies, 
RVLPFC tends to be more active during SPA 
than non-SPA, particularly in the case of nega-
tively valenced SPA. 

 For example, Cunningham and colleagues 
(Cunningham, Johnson, Gatenby, Gore, & 
Banaji,   2003  ) presented participants with famous 
names like Bill Cosby and Adolph Hitler, who 
are generally viewed either positively or nega-
tively. On some trials, participants were asked 
to decide whether the target was alive or dead 
but on other trials were asked if the target was 
good or bad. Th us, on all trials, implicit aff ective 
responses to the targets should be expected, but 
explicit SPA should only occur when the targets 
are evaluated as good or bad. Cunningham et 
al. (  2003  ) observed that RVLPFC along with 
medial prefrontal cortex (mPFC) were more 
active during good/bad judgments than dur-
ing alive/dead judgments, suggesting that these 
regions are involved in SPA. Th ey also found 
that RVLPFC was the region of the brain that 
was most active during bad judgments relative 
to good judgments, suggesting a possible selec-
tive role in negative SPA. 

 A number of studies that have focused on 
explicit judgments about the emotional aspects of 
pictures (Gorno-Tempini et al.,   2001  ; Gur et al., 
  2002  ; Nakamura et al.,   1999  ; Narumoto et al., 
  2000  ; Royet, Plailly, Delon-Martin, Kareken, 
& Segebarth,   2003  ) and voices (Wildgruber et 
al.,   2004  ,   2005  ) demonstrated greater RVLPFC 
activations to emotional than nonemotional 
judgments. A study that specifi cally compared 
negative emotion judgments to neutral and 
positive judgments observed greater RVLPFC 
to negative emotion judgments (Dolcos, LaBar, 
& Cabeza,   2004  ), similarly to Cunningham et 
al. (  2003  ). In addition, multiple studies have 
observed that reading negatively valenced words 
is associated with greater RVLPFC than reading 
neutral or positive words (Cunningham, Espinet, 

also observed an increase in RVLPFC activity, 
relative to a sample that did not receive this 
training (Beauregard & Levesque,   2006  ). Studies 
of permanent lesions (Aron, Fletcher, Bullmore, 
Sahakian, & Robbins,   2003  ) and temporary 
lesions to RVLPFC induced by transcranial mag-
netic stimulation (Chambers et al,   2006  ) have 
also found impaired motor inhibition. Finally, 
pharmacological studies in which participants 
receive serotonergic agonists, associated with 
enhanced self-control and diminished impul-
sivity, observed greater activity in RVLPFC 
during motor inhibition trials (Anderson et al., 
  2002  ; Del Ben et al.,   2005  ;  see also  Rubia et al., 
  2005  , but cf. Vollm et al.,   2006  ). 

 A fascinating study by Goel and Dolan 
(  2003  ) suggests that RVLPFC may also be 
involved in nonmotoric forms of inhibition 
such as the inhibition of belief. In this study, 
participants assessed the validity of syllogisms 
(i.e., Does the conclusion logically follow from 
the premises?) that were either sound (premises 
were true) or unsound (one premise was false). 
Participants had diffi  culty accurately identify-
ing a valid syllogism as valid if it was unsound 
and therefore not true. For example, given the 
premises “All addictive things are expensive” 
and “Some cigarettes are inexpensive,” it is 
valid to conclude that “Some cigarettes are not 
addictive” although the fi rst premise and con-
clusion are false. RVLPFC was the only region 
of the brain that was more active when partici-
pants overcame their belief-bias and indicated 
that this kind of syllogism was valid. A number 
of studies on active deception have also sug-
gested a role for RVLPFC in the inhibition of 
belief (Abe et al.,   2006  ; Spence et al.,   2001  ; Luan 
Phan et al.,   2005  ; Nunez, Casey, Egner, Hare, & 
Hirsch,   2005  ). Across these studies, when indi-
viduals were required to inhibit what they knew 
to be true to say something false, RVLPFC was 
recruited. 

     RVLPFC and Symbolic Processing of Affect   

 Th ere have been many fewer studies examin-
ing symbolic processing of aff ect (SPA) than 
inhibitory processes, but the percentage of 
SPA studies implicating RVLPFC is at least as 
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  2002  ; McDonald, Mascagni, & Guo,   1996  ) made 
anterograde tracer injections into area 12l (the 
region in the rhesus monkey homologous to 
Brodmann’s area 47 in humans) and found evi-
dence of projections from area 12l to the baso-
lateral nucleus of the amygdala (BLA). However, 
these projections are not particularly dense, 
calling into question whether these direct pro-
jections are suffi  cient to allow RVLPFC to regu-
late amygdala responses. As suggested by Phelps, 
Delgado, Nearing, and LeDoux (  2004  ), RVLPFC 
could also have its eff ect on the amygdala indi-
rectly by way of projections from RVLPFC to 
mPFC, which in turn has dense projections to 
the amygdala (Carmichael & Price,   1995  ) and 
is known to regulate the amygdala in studies of 
extinction (Phelps et al.,   2004  ; Quirk, Likhtik, 
Pelletier, & Pare,   2003  ). 

     RVLPFC DIMINISHES NEURAL AND 
SUBJECTIVE NEGATIVE AFFECT   

 Th is section reviews research that suggests that 
RVLPFC not only inhibits motor and cognitive 
responses but also inhibits negative aff ective 
responses both in terms of subjective reports of 
negative aff ect and in terms of activity in limbic 
regions associated with negative aff ect and dis-
tress. In light of the previous sections that estab-
lish a major role for RVLPFC in  (1)  inhibitory 
processes;  (2)  the symbolic processing of nega-
tive aff ect; and  (3)  possessing neuro-anatomical 
connections to limbic regions, it is perhaps not a 
giant leap to suggest that RVLPFC may contrib-
ute to the inhibition of motoric, cognitive, and 
aff ective responses. Nevertheless, establishing 
this relationship will serve as a critical stepping 
stone to full-blown disruption eff ects reviewed 
in the next section. 

 RVLPFC is one of the regions that has 
been associated with increased pain analgesia 
(Petrovic, Kalso, Petersson, & Ingvar,   2002  ). 
More recently, a number of studies have observed 
that placebo eff ects appear to be mediated by 
RVLPFC, along with rostral anterior cingulate 
cortex (rACC). In one study, we (Lieberman et 
al.,   2004  ) examined a group of patients with 
irritable bowel syndrome (IBS), a chronic pain 
condition associated with heightened pain 

DeYoung, & Zelazo,   2006  ; Cunningham, Raye, 
& Johnson,   2004  ; Kuchinke et al.,   2005  ). 

 Nomura et al. (2003;  see also  Shaw et al., 
  2005  ) compared diffi  cult emotion judgments to 
easy emotion judgments. Presumably, the diffi  -
cult judgments required more top-down elabo-
ration of the emotional qualities of the stimulus 
than the easy judgments and thus would involve 
more SPA. In this study, participants judged the 
emotional expression or the gender of target 
faces. For half of the trials, the critical dimen-
sion was ambiguous (e.g., half of the gender tri-
als had faces that were ambiguous with respect 
to gender). Nomura et al. (  2003  ) found that 
RVLPFC and the dorsal anterior cingulate cor-
tex (dACC) were the only regions of the brain 
that were more active during ambiguous trials 
than unambiguous trials. Importantly, however, 
the eff ect in RVLPFC was driven entirely by its 
response to ambiguous emotion trials, whereas 
the dACC was equally responsive to both kinds 
of ambiguity. Th us, one reasonable interpre-
tation of these results is that RVLPFC was 
recruited on ambiguous emotion trials as par-
ticipants engaged in explicit hypothesis testing 
about the emotional expression, which would 
be consistent with its putative role in SPA. 

      RVLPFC ANATOMICAL PROJECTIONS TO 
LIMBIC REGIONS   

 Th e preceding sections set up the possibility 
that SPA in RVLPFC could inhibit activity in 
limbic regions such as the amygdala, insula, 
and ACC associated with aff ective experience. 
It is important to establish that such a claim 
is neuro-anatomically plausible. Th at is, does 
RVLPFC have the right kinds of neuro-ana-
tomical connections to these other regions to 
produce these regulatory eff ects? For the con-
nections to the insula and ACC, the answer is 
a resounding yes. RVLPFC has strong bidirec-
tional connections with both of these regions 
(Augustine,   1996  ; Vogt & Pandya,   1987  ). 

 Th e neuro-anatomical connections from 
RVLPFC to the amygdala are more complex. 
On the one hand, there are direct projections 
from RVLPFC to the amygdala. Carmichael 
and Price (1995;  see also  Ghashghaei & Barbas, 
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other words, it appears that increased RVLPFC 
activity may have helped to downregulate dACC 
responses, which in turn were associated with 
reduced distress. 

 In contrast to the social and physical pain 
studies, fMRI studies of reappraisal explicitly 
instruct subjects to engage in emotion regula-
tion. Nearly all of the fMRI studies of reappraisal 
have observed activity in or near RVLPFC along 
with other prefrontal regions ( see  Fig.   13–1a   & 
13–1b: Beauregard, Levesque, & Bourgouin, 
  2001  ; Kalisch et al.,   2005  ; Levesque et al.,   2003  ; 
Luan Phan et al.,   2005  ; Ochsner et al.,   2004  ; 
Schaefer,et al.,   2003  ; cf. Ochsner, Bunge, Gross, 
& Gabrieli,   2002  ). 

 A handful of other studies have implicated 
RVLPFC in the regulation of emotional behav-
iors. Th ese studies may be something of a blend 
between the motor inhibition and emotion reg-
ulation paradigms, supporting the notion that 
RVLPFC is involved in a continuum of regu-
latory eff ects. In one study (Small, Zatorre, 
Dagher, Evans, & Jones-Gotman,   2001  ), par-
ticipants were required to eat a piece of choco-
late during each of a series of PET scans. Aft er 
each scan, participants indicated how much 
they liked eating the chocolate and how much 
they wanted to have another piece. Predictably, 
in early scans, participants liked the choco-
late and wanted more; however, by the second 
half of the study, the participants did not like 
the chocolate anymore and did not want to eat 
another piece. Activity in RVLPFC was strongly 
associated with self-reports of not wanting to 
eat anymore chocolate despite being asked by 
the experimenter to continue eating it, sug-
gesting that RVLPFC may have been involved 
in suppressing the desire to reject the chocolate 
to comply with the requirements of the study 
(i.e., eating the unwanted chocolate). Note that 
although not framed as such in this study, the 
results may have implications for future work 
on the neural correlates of compliance and 
conformity. 

 In another recent study (Tabibnia, Satpute, 
& Lieberman,   2008b  ), we examined how indi-
viduals overcome the slight of insulting unfair 
off ers in a fi nancial bargaining game to accept 
fi nancially advantageous off ers. Participants 

sensitivity in the limbic system (Naliboff  et al., 
  2006  ). Th e IBS patients were scanned prior to 
and then again aft er receiving 3 weeks of sham 
treatment with placebos for their pain. During 
each scanning session, patients received painful 
rectal stimulation, simulating the symptoms of 
IBS and generating a measure of current neural 
responses to this stimulation. We found that to 
the extent that participants reported improve-
ments in their pain symptoms at the end of the 
placebo regimen, compared to before the regi-
men began, they also showed increased activity 
in RVLPFC and decreased dACC activity from 
the fi rst scanning session to the second. Multiple 
other studies have also observed within ses-
sion placebo eff ects associated with increased 
RVLPFC activity and decreased limbic activity 
in the domains of physical pain (Petrovic et al., 
  2002  ; Wager et al.,   2004  ) and anxiety (Petrovic 
et al.,   2005  ). 

 We have also examined the role of RVLPFC 
in the regulation of “social pain” or the distress 
associated with social rejection (Eisenberger, 
this volume; Eisenberger & Lieberman,   2004  ). 
In one study (Eisenberger, Lieberman, & 
Williams,   2003  ), participants ostensibly played a 
game of Internet “catch” with two other players, 
who were actually computer simulations. Part 
of the way through the game, the other play-
ers stopped throwing the ball to the participant 
and thus excluded the participant for the rest of 
the game. Numerous behavioral studies have 
shown that this exclusion manipulation causes 
considerable distress in participants, even when 
they know the other players are just computer 
simulations (Williams, 2007). Our participants 
also reported being distressed in response to 
being excluded and showed a pattern of neural 
activity consistent with the experience of vis-
ceral pain ( see also  Eisenberger, Way, Taylor, 
Welch, & Lieberman,   2007  ). Most relevant here 
is that participants produced increased activity 
in dACC to the extent that they felt; however, to 
the extent that RVLPFC was active, participants 
reported feeling less distressed by the episode 
of exclusion. Moreover, activity in RVLPFC 
was negatively correlated with dACC activity, 
and changes in dACC activity mediated the 
relationship between RVLPFC and distress. In 
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allowing the individual to “swallow one’s pride” 
and accept the unfair off er. 

     SYMBOLIC PROCESSING OF AFFECT 
DISRUPTS AFFECT VIA RVLPFC   

 I have established that RVLPFC activity is associ-
ated with the inhibition of motor, cognitive, and 
emotional responses. Additionally, RVLPFC is 
active in various forms of SPA, particularly neg-
atively valenced SPA (SPA Neg ). If SPA Neg  activates 
RVLPFC and activity in RVLPFC is associated 
with the inhibition of emotional responses, then 
it seems plausible that SPA Neg  would be associ-
ated with the inhibition of emotional responses 
and that activity in RVLPFC would be largely 
responsible for this eff ect. 

 Prior to the studies that directly linked SPA 
with the downregulation of aff ect, there were 
also a handful of studies suggestive of this link 
without overtly assessing it. Hornak, Rolls, and 
Wade (  1996  ) tested a sample of patients with 
ventral prefrontal damage and found that these 
patients were impaired at explicitly recogniz-
ing emotional face expressions and voice tones. 
Of the 11 patients in the sample, 9 had right or 
bilateral ventral damage, and 8 of these were 
impaired on one or both SPA tests. Of the 2 “left -
only” ventral prefrontal patients, one performed 
well above the mean of the nonventral controls. 
Additionally, the extent of impairment in SPA 
tasks was correlated with disinhibition of emo-
tional behavior, suggesting that impaired ability 
to engage in SPA is associated with more emo-
tional behavior and that this association may be 
related to ventral prefrontal impairment. 

 Hariri, Bookheimer, and Mazziotta (  2000  ) 
produced the fi rst evidence of the complete 
pathway from SPA to RVLPFC activity to 
reduced amygdala activity. In their study, par-
ticipants judged the emotional identity of a 
target’s facial expression, however, the trials 
varied with respect to whether symbolic pro-
cessing was required to make the judgment. 
In the SPA condition (“aff ect label”;  see  Fig. 
  13–2a  ), a target face was presented at the top of 
the screen along with two emotion words (e.g., 
“angry,” “surprised”) at the bottom of the dis-
play, and participants had to choose which of 

played the “responder” role in several one-
shot versions of the ultimatum game. In this 
game, the “proposer” is asked to split a sum of 
money between him/herself and the responder. 
Th us, if the proposer has a $10 stake to split, 
she may propose an even split of $5 and $5 or, 
perhaps, a more unfair split of $8 for herself 
and $2 for the responder. Th e responder then 
decides whether or not to accept the off er. If 
the responder accepts, then both the proposer 
and responder get exactly what the proposer 
proposed. However, if the responder rejects the 
proposal, neither participant receives anything. 
Either way, there is no additional bargaining 
aft er the responder responds. 

 An earlier fMRI study of the ultimatum 
game (Sanfey, Rilling, Aronson, Nystrom, & 
Cohen,   2003  ) compared the neural responses to 
fair ($5 out of $10) and unfair ($1 out of $10) 
off ers. Th e main fi nding was that unfair off ers 
were associated with increased activity in the 
anterior insula, a region that has previously 
been associated with disgust responses. In our 
study (Tabibnia et al.,   2008b  ), we also included 
off ers that were unfair and yet still fi nancially 
desirable to undergraduate participants. In the 
study by Sanfey et al., both kinds of off ers pre-
sented little confl ict as the $5 off ers were both 
fair and desirable, fi nancially, whereas the $1 
(and $2) off ers were unfair and not that desir-
able, fi nancially. To create this confl ict between 
fairness and fi nancial desirability, we included 
off ers such as $5 out of $23, which were both 
insulting and yet also fi nancially desirable. 
What we found across a number of diff erent 
analyses is that the tendency to reject unfair 
but fi nancially desirable off ers was associated 
with activity in the anterior insula, consistent 
with the results from Sanfey et al. However, the 
tendency to accept the unfair but fi nancially 
desirable off ers was associated with activity in 
RVLPFC. Moreover, greater RVLPFC activity 
on these trials was associated with diminished 
anterior insula activity, and changes in ante-
rior insula activity mediated the relationship 
between RVLPFC activity and the tendency to 
accept unfair off ers. Th ese results are consistent 
with the idea that RVLPFC is involved in damp-
ening the limbic response to the insulting off er, 
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processing—one symbolic and one non-sym-
bolic—appear to be routed through distinct 
neural systems. Given that the amygdala has 
been shown in multiple studies of aff ective pro-
cessing to be activated by conditions that would 
allow only automatic processing (i.e., sublimi-
nal presentations and binocular rivalry studies; 
Morris et al., 1998; Whalen et al.,   1998  ; Pasley, 
Mayes, & Schultz,   2004  ; Villeumier, Armony, 
Driver, & Dolan, 2001), it is quite surprising to 
see the amygdala not responding under condi-
tions that would allow both automatic and con-
trolled processing. 

 In a follow-up study, we (Lieberman, Hariri, 
Jarcho, Eisenberger, & Bookheimer,   2005  ) com-
pared SPA and non-SPA processing in the con-
text of race. Rather than using diff erent facial 
expressions of emotions, we used all neutral 
expression faces that varied by race. In the United 
States, the stereotypes of Blacks are evaluatively 
negative, particularly when assessed implicitly 
(Devine,   1989  ). Indeed, even U.S. Blacks have 
more negative implicit stereotypes of Blacks 
than of Whites (Nosek, Banaji, & Greenwald, 
  2002  ; Livingston & Brewer,   2002  ). Consistent 
with these behavioral fi ndings, a number of 
neuro-imaging studies have observed greater 
amygdala activity to Black faces than to White 
faces, at least to the extent that participants 

words best described the target’s emotion. In 
the non-SPA condition (“aff ect match”;  see  Fig. 
  13–2b  ), a target face was presented at the top of 
the screen along with two other emotional faces 
at the bottom of the display and participants 
had to choose which of these were showing the 
same emotion as the target face. According to 
Hariri et al., in the non-SPA condition partici-
pants could “match the faces based on percep-
tual char acteristics, such as wide eyes, furrowed 
brow or clenched teeth, but need not judge or 
interpret the information” (p. 44). Indeed, when 
viewing these stimuli, there is a strong sense of 
“pop-out” in the non-SPA stimuli in which the 
faces that match seem to automatically pop-out 
together.   

 In the non-SPA condition, there was sig-
nifi cant amygdala activity relative to a shape-
matching control condition (“shape match”; 
 see  Fig.   13–2  f); however, there was no amygdala 
activity observed during the SPA condition. 
Instead, SPA was associated with activity in 
RVLPFC and the fusiform “face” area, the lat-
ter presumably indicating that the target face 
was still being attended to in the SPA condition. 
In the direct comparison of SPA and non-SPA 
trials, greater RVLPFC and diminished amyg-
dala activity was observed during the SPA tri-
als. Th us, two diff erent forms of emotional 
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   Fig. 13–2    Sample trials from an aff ect labeling study (Lieberman et al.,   2007  ).   
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     DISRUPTION EFFECTS REDUX   

 Th e advantage of the aff ect labeling paradigm 
over previous SPA studies is that during both 
matching and labeling conditions, attention is 
focused on the emotional aspects of the stimu-
lus, with only the need to engage in SPA varying 
across the conditions. Aff ect labeling requires 
SPA, whereas aff ect matching does not, although 
aff ect matching does not prevent spontaneous 
SPA. Additionally, by using verbal labels that 
appear in diff erent positions across trials, par-
ticipants cannot learn a stimulus response map-
ping between, say, perceptual cues of fear and 
a right button press. Participants need to read 
the labels on each trial to see which options are 
available. 

 Despite these advantages, there are some 
inferential limitations present in the original 
formulation of the aff ect labeling paradigm. 
Although the comparison of the aff ect label to 
the aff ect match conditions represents a com-
parison of SPA and non-SPA, this distinction is 
confounded with other diff erences between the 
conditions. First and foremost, aff ect match tri-
als present three faces, of which at least two are 
posing negative emotional expressions on most 
trials. In contrast, the aff ect label trials never 
present more than a single negatively expres-
sive face. Th us, one could argue that greater 
amygdala activity is present in the aff ect match-
ing condition because there are more amyg-
dala activating stimuli present on those trials. 
Th is argument is not entirely satisfactory given 
that a single negatively expressive face, even 
presented subliminally, is usually suffi  cient to 
produce amygdala activity (Morris et al., 1998; 
Whalen et al.,   1998  ), whereas neither of the two 
aff ect labeling studies reported the presence 
of amygdala activity during the aff ect labeling 
condition. 

 Another possibility is that aff ect labeling 
is not really aff ecting amygdala activity, but 
rather, aff ect matching leads to hyper-amygdala 
responses and thus the diff erence between the 
two conditions emerges. Th is criticism does not 
address the issue of why there has been no amyg-
dala activity observed during the aff ect labeling 
condition, but it does raise the important issue 

possessed strong anti-Black implicit stereotypes 
(Phelps et al.,   2004  ; Cunningham, Johnson, 
Raye, Gatenby, Gore, & Banaji,   2004  ). We rea-
soned that because a neutrally expressive Black 
face produces a similar amygdala response as a 
negatively expressive White face, engaging in 
SPA by labeling the race of Black target faces 
might disrupt this race-related amygdala activ-
ity in much the same way that aff ect labeling 
disrupts the amygdala response to negatively 
expressive faces. It is worth noting that another 
reasonable hypothesis is that race labels would 
focus attention onto the negative stereotyped 
aspect of the targets (i.e., race) rather than on 
other more neutral or positive aspects (i.e., gen-
der) and would therefore produce greater activ-
ity in the amygdala. 

 As in other race fMRI studies, we observed 
greater amygdala to Black faces than White 
faces when participants performed a “race-
match” task (visually analogous to the trial 
shown in Fig.   13–2b  ) that did not require SPA. 
In fact, we observed this separately for both 
our White and Black participants. Th at is, 
Black participants produced greater amygdala 
activity to Black faces than White faces, con-
sistent with the previous behavioral fi ndings of 
Blacks displaying negative implicit stereotypes 
towards Blacks (Nosek et al.,   2002  ; Livingston 
& Brewer,   2002  ). 

 In contrast to the non-SPA condition, when 
participants performed the “race-label” task 
(analogous to Fig.   13–2a  ), there was no diff er-
ential amygdala activity to Black and White 
faces, and the amygdala responses to Black 
faces diminished compared to the amygdala 
response during race matching of Black faces 
and even compared to the control task that did 
not involve faces at all. As predicted, there was 
greater RVLPFC activity during race labeling 
of Black faces (SPA Neg ) but not during the race 
labeling of White faces (SPA Pos ). Additionally, 
there was a strong negative correlation between 
RVLPFC and amygdala activity during race 
labeling of Black faces such that the individuals 
who activated RVLPFC the most during these 
blocks also tended to activate the amygdala the 
least. Finally, all of these eff ects were evident for 
both the Black and White participants. 



REGULATION OF SOCIAL BEHAVIOR198

the amygdala, which could then be compared 
across all conditions to examine the modula-
tory eff ect of other forms of stimulus process-
ing. Th en, in addition to the standard aff ect 
label and aff ect match conditions, we included 
gender label and gender match conditions (Fig. 
  13–2  d & 13–2e). Th e comparison of aff ect label 
and gender label is the most critical comparison 
as both conditions present only a single target 
face and both involve labeling—albeit diff erent 
kinds of labeling (aff ective vs. non-aff ective). 

 As can be seen in Figure   13–3  , aff ect match, 
gender match, and gender label each produced 
amygdala activity that was statistically equiva-
lent to that produced during the passive obser-
vation of emotional faces (“observe”). Only 
aff ect labeling produced signifi cantly less amyg-
dala than the observe condition. Aff ect label-
ing also produced less amygdala activity than 
gender labeling or aff ect matching, indicating 
that this eff ect really resulted from SPA rather 
than the number of faces on each trial or cog-
nitive processes more generally. Incidentally, in 
whole-brain analyses, a number of limbic and 
paralimblic structures were also less active dur-
ing aff ect labeling than gender labeling, includ-
ing dorsal ACC, subgenual ACC, posterior 
insula, and ventromedial PFC.   

 In contrast, only a single region of the brain, 
RVLPFC, was more active during aff ect labeling 

that aff ect matching has diff erent task require-
ments than tasks that typically provoke amyg-
dala activity such as passive observation of 
faces or making gender judgments of faces. It is 
unknown how much the diff erence between the 
labeling and matching conditions results from 
each of these factors because a passive observa-
tion condition has not been included. 

 Th e last criticism of the paradigm acknowl-
edges that the labeling condition is indeed mod-
ulating amygdala activity but takes issue with 
the source of this modulation. Although we have 
characterized the aff ect labeling task in terms of 
SPA and non-SPA, one could just as easily label 
them as cognitive and perceptual processes 
more generally without making any claims 
about the aff ective component of these tasks. In 
other words, perhaps any kind of cognitive or 
verbal labeling process will diminish the amyg-
dala response to these emotional stimuli. 

 To address all of these concerns, we ran 
a modifi ed version of the aff ect labeling task 
that included a number of control conditions 
(Lieberman et al.,   2007  ). All of the conditions of 
this study are shown in Figure   13–2  . We included 
a passive observation condition (Fig.   13–2c  ) dur-
ing which subjects were presented with a single 
negative emotional target face on each trial and 
simply attended to the face. Th is condition was 
used to construct regions of interest (ROIs) in 
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   Fig. 13–3    Amygdala response under various processing conditions. Only aff ect labeling produced a 
lower level of amygdala activity than simply observing a negative emotional face.   
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Sudheimer, & Liberzon,   2006  ), such as the 
images from the International Aff ect Picture 
System (IAPS; Lang, Bradley, & Cuthbert, 
  1999  ). When we separated the sample into high 
and low neurotics, a clearer picture emerged. 
Non-neurotics, who tend to be less reactive to 
negatively valenced stimuli, showed no reliable 
SCR diff erences across any of the conditions. 
Th ose high in neuroticism, however, produced 
strong SCR responses to aff ect match and gen-
der label trials and much weaker SCR responses 
to aff ect label and shape match trials. Th us, for 
those that were showing SCR responses at all to 
the emotional stimuli, the disruption hypothe-
ses were fully supported. 

     AFFECT LABELING AND BEHAVIORAL 
INHIBITION   

 RVLPFC activity is associated with reduced 
activity in limbic regions, such as the amygdala 
and dACC, and SPA is associated both with 
increased RVLPFC activity and decreased lim-
bic activity. One of the core reasons for pursu-
ing this line of work is the established role of 
RVLPFC in motor and behavioral inhibition. 
In light of these various eff ects, it is reasonable 
to ask whether SPA, which activates RVLPFC, 
also has inhibitory eff ects on behavior. Perhaps 
RVLPFC produces various forms of inhibition 
simultaneously (although past studies have 
typically looked at motor, cognitive, or aff ec-
tive inhibition alone), and perhaps SPA sets 
the various forms of inhibition in motion. Th is 
would certainly be consistent with claims of 
Goethe, Emerson, Dewey, Arendt and others 
that thought paralyzes action. In a recent study, 
Robinson and Wiklowski (  2006  ) found behav-
ioral evidence indicating that SPA Neg  leads to 
motor inhibition, observing that reading nega-
tively valenced primes, but not neutral or pos-
itive prime words, led to longer reaction times 
on a simple motor response task. 

 We conducted an fMRI study (Lieberman, 
Eisenberger, & Crockett, unpublished manu-
script) to examine the eff ects of priming a neg-
ative stereotype on walking speed. We adapted 
the classic “automatic behavior” study (Bargh, 
Chen, & Burrows,   1996  ) in which priming the 

than gender labeling. In addition, aft er running 
a correlational analysis using the amygdala clus-
ter from the comparison of aff ect and gender 
labeling as a seed, we found that RVLPFC was 
one of only two regions that had a negatively 
correlated pattern of activity during this com-
parison. In other words, if one wanted to know 
which subjects produced the least amygdala 
activity during aff ect labeling, relative to gender 
labeling, fi nding the subjects who had the most 
activity in RVLPFC would be the way to do this. 
Interestingly, mPFC in BA10 was the only other 
region of the brain to show this pattern. Th is is 
interesting because mPFC has been identifi ed 
as a possible mediator of RVLPFC eff ects on 
the amygdala. Additionally, mPFC is critical to 
extinction processes and the regulation of the 
amygdala in this context (Phelps et al.,   2004  ; 
Quirk et al.,   2003  ) and has been associated with 
refl ective emotional processes (Lane et al.,   1997  ; 
Taylor, Phan, Decker, & Liberzon,   2003  ). In 
running a mediational analysis, we found sup-
port for the RVLPFC→mPFC→amygdala path-
way eff ect such that the relationship between 
RVLPFC and the amygdala during aff ect 
labeling was signifi cantly mediated by mPFC 
activity. 

 In a psychophysiological follow-up, we 
found similar results for skin conductance, 
paralleling the amygdala fi ndings in the fMRI 
research. In this study (Crockett, Lieberman, 
& Tabibnia, unpublished manuscript), subjects 
performed the aff ect label, aff ect match, gender 
label, and shape match tasks while skin conduc-
tance responses (SCR) were measured. Across 
the entire sample, aff ect labeling was associ-
ated with smaller SCRs than aff ect matching 
and equivalent SCRs to the shape-matching 
control task. Gender labeling produced SCRs 
between the levels observed for aff ect labeling 
and aff ect matching but was not signifi cantly 
diff erent from either. One reason these latter 
eff ects may not have been signifi cant is that a 
number of subjects did not show reliable SCRs 
in any of the conditions, which dampened the 
statistical power of the entire sample. Th is may 
have occurred because face stimuli are not 
as emotionally provocative as other stimuli 
known to produce strong SCRs (Britton, Taylor, 
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research on the benefi ts of writing about imagi-
nary traumas (Greenberg et al.,   1996  ). 

     CLINICAL APPLICATIONS   

 Given that SPA appears to regulate limbic 
responses without the intention to do so, this 
would provide a mechanism by which putting 
feelings into words would have benefi ts for reg-
ulating emotional distress and for mental health 
more generally. In an initial attempt to bridge 
between disruption studies and clinical therapy, 
we have conducted a series of studies that inte-
grate a SPA manipulation into an analogue of 
exposure therapy. 

 In one study, Tabibnia, Lieberman, and 
Craske (2008a) presented participants with 
a number of diff erent high-arousal negative 
images from the IAPS (Langet al., 1999) on 
Day 1 while SCR was measured. Each of the 
pictures was presented a total of six times 
throughout the session to mimic the repeated 
exposure involved in exposure therapy (Foa 
& Kozak,   1986  ). Some of the pictures were 
presented alone on each trial, whereas others 
were presented and then followed by either a 
neutral or negatively valenced word on each 
trial. Once a picture was presented alone, with 
a negative word, or with a neutral word, the 
picture was presented the same way for all the 
trials. However, the specifi c words used varied 
with each presentation, such that a picture pre-
sented with negative words would be presented 
with six diff erent negative words across the six 
presentations, thus preventing strong associa-
tions to a particular word. Exposure therapy is 
based on the premise that allowing individu-
als to fully experience an emotional response 
to a feared stimulus on multiple occasions will 
allow that emotional response to subside over 
time. In light of this, the temporal placement 
of the aff ect labels was deemed critical. We 
presented the words 3.5 seconds aft er the pic-
tures to allow a full physiological response to 
emerge. Because disruption theory posits that 
the labels can reduce these responses, simul-
taneous presentation of pictures and words 
might actually prevent exposure eff ects from 
occurring. 

“elderly” stereotype leads to slower walking, for 
use in the scanner environment. We reasoned 
that reading sentences related to the negative 
valenced stereotype of the “elderly” constitutes 
a form of SPA Neg  just as labeling the race of Black 
targets did in our previous study (Lieberman 
et al.,   2005  ). If true, this would be expected to 
activate RVLPFC and diminish the activation 
in limbic structures and possibly inhibit motor 
processes as well, which could promote slower 
walking. 

 Th is is exactly what we found. Aft er being 
primed with sentences related to the elderly ste-
reotype in the scanner, participants walked more 
slowly than they did before scanning. Although 
part of this eff ect was no doubt the result of 
the general sluggishness felt aft er scanning, 
we were interested in how neural activity dur-
ing the sentence priming related to the changes 
in walking speed from pre- to post-scanning. 
We found that RVLPFC was the only region of 
the brain for which greater activity during the 
priming of the elderly stereotype was associated 
with more slowing from pre- to post-scan walk-
ing measurements. As in our previous studies, 
we also observed greater increases in RVLPFC 
associated with reductions in limbic areas, 
including the amygala and dACC. However, 
greater activity in RVLPFC was also associ-
ated with less activity in the cerebellar vermis, a 
region that has been associated with motor pro-
cesses related to walking and lower limb con-
trol (Jahn et al.,   2004  ; Martin,   1996  ). Moreover, 
during the presentation of sentences related to 
the elderly, compared to control sentences, this 
same region of cerebellum was less active. Th us, 
in this study, SPA Neg  not only activated RVLPFC 
and attenuated limbic responses but also atten-
uated activity in a region linked to motor prepa-
ration and to walking behavior, suggesting that 
SPA Neg  may, in fact, produce motor inhibition 
as well as emotion regulation. It should also be 
noted that the RVLPFC-limbic eff ects occurred 
in this study despite any plausible impetus for 
subjects to intentionally engage in emotion reg-
ulation. Consequently, it appears that the desire 
to regulate one’s emotional responses may not 
be necessary to receive the regulatory benefi ts 
of activating RVLPFC, consistent with previous 
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words condition than the no words condition 
( see  Fig.   13–4  ). Interestingly, the eff ects of the 
negative words shown on Day 1 generalized to 
new pictures of spiders that were not shown on 
Day 1 and had never been paired with words. 
Th us, these results suggest that pairing aff ect 
labels with repeated exposures of feared stim-
uli can lead to long-term reductions in the 
emotional responses to those stimuli.   

 More generally, these results point to the 
benefi ts of examining how specifi c symbolic 
processes unique to humans can benefi t men-
tal health processes. Th ere has been a great deal 
of work in the past decade to translate the ani-
mal research on extinction processes into the 
human domain and demonstrating that these 
processes do translate from rodent to human. 
At the same time, humans have specifi c capac-
ities that we do not share with other animals 
and these undoubtedly modulate the ways 
in which the lower processes operate within 
humans (Davey,   1992  ). 

     SOCIAL COGNITIVE IMPLICATIONS   

    Automaticity and Control   

 In addition to the applied clinical applications 
of disruption theory, this work also has impor-
tant implications for both theory and methods 
within social cognition. First, the fi ndings from 
this work suggest that our basic defi nitions of 

 A week aft er the fi rst session, participants 
returned for a second session. On Day 8, par-
ticipants were again shown the same pictures 
from Day 1 while SCR was measured; how-
ever, on Day 8, no words were shown for any 
of the conditions. By comparing SCR to pic-
tures in each condition across the two ses-
sions, we could determine the extent to which 
repeated exposure on Day 1 led to diminished 
SCR a week later and also whether the addi-
tion of aff ect labels enhanced this eff ect. As 
predicted, pictures that had been presented 
alone on Day 1 produced diminished SCRs 
on Day 8. Th is was also true for pictures that 
were presented with negative words on Day 
1; however, pictures presented with neutral 
words on Day 1 only showed a trend in this 
direction. Critically, although both pictures 
shown alone and pictures shown with nega-
tive words showed diminished SCRs on Day 8, 
the reduction for the negative word condition 
was greater than the reduction for the no word 
condition. 

 Th is eff ect was replicated in a second study 
(Tabibnia et al.,   2008a  ), examining the SCRs of 
individuals with spider fears to pictures of spi-
ders. In this between-groups study, individuals 
saw pictures of spiders in one condition only 
(no words, negative words, or neutral words). 
In each condition, participants produced 
smaller SCRs to spider pictures on Day 8 than 
on Day 1 and replicating the fi rst study, this 
eff ect was signifi cantly greater in the negative 
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   Fig. 13–4    Spider phobic skin conductance responses to spider images as a function of day and ini-
tial encoding condition. Higher bars indicate greater reactivity. For the labeling conditions (Negative 
Label, Neutral Label), the labels were present on Day 1, but on Day 8, pictures were presented without 
labels for all conditions.   
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automatic processes. How could a process that 
can occur during subliminal presentations 
when an individual has no awarness at all of 
the eliciting stimulus possibly be prevented or 
attenuated by conscious processing? 

 Once a cognitive neuroscience approach to 
automatic and controlled social cognition is 
taken (Lieberman,   2007  ), the answer is actu-
ally quite straightforward. One possibility is 
that the amygdala performs its operations auto-
matically as has oft en been supposed (Pasley 
et al.,   2004  ). On this account, the amygdala in 
no way depends on cognitive resources or con-
trolled processing to perform its computations. 
However, the amygdala receives inputs from 
various regions of prefrontal cortex (Ghashghei 
& Barbas, 2002), and the functional eff ect of 
some of these inputs may be inhibitory (Quirk 
et al.,   2003  ; Rosenkranz & Grace,   2002  ). Aff ect 
labeling may interfere with amygdala process-
ing not because they compete for a limited pool 
of cognitive resources (as is assumed to be the 
case for competing controlled processes) but 
because aff ect labeling just happens to activate 
a prefrontal region that has inhibitory inputs 
to the amygdala. Th us, processes internal to 
the amygdala may well be automatic, and yet 
at the same time, other brain structures may be 
capable of modulating or inhibiting these pro-
cesses. On the one hand, this suggests that some 
individual neural mechanisms may follow the 
standard principles of automaticity, but on the 
other hand it suggests that at a system level, our 
understanding of automaticity and control may 
be far too simplistic. 

     Semantic versus Embodied Emotion   

 A second issue for social cognition is the use 
of word-and-picture primes in experimental 
studies. It is not uncommon for social psycho-
logical research to use word-and-picture primes 
interchangeably (e.g., Dasgupta & Greenwald, 
  2001  ; Devine, Plant, Amodio, Harmon-Jones, 
& Vance,   2002  ; Galinsky & Moskowitz,   2000  ; 
Lowery, Hardin, & Sinclair,   2001  ; Wittenbrink, 
Judd, & Park,   2001  ). Th is may be a result of 
assuming that there are unifi ed representations 
in the mind and that any stimulus relevant to 
that mental construct is going to activate this 

automaticity and control, a core distinction 
within social cognition (Chaiken & Trope, 
  1999  ), need to be revisited (cf. Bargh,   1989  ). One 
of the gold standards for determining whether a 
process is automatic is to observe whether the 
process still occurs when the eliciting stimulus 
is presented subliminally (Monahan, Murphy, 
& Zajonc,   2000  ; Murphy & Zajonc,   1993  ). Th us, 
if a trait word is presented subliminally and 
infl uences subsequent personality judgments, 
all would agree that this represents automatic 
or implicit priming. A second standard that 
has been used has been the amount of time a 
mental process takes to occur. Generally speak-
ing, the eff ects of a prime word on the process-
ing of a second word that follows within 300 
milliseconds of the prime word are thought to 
be automatic (Neely,   1977  ). Finally, processes 
that produce the same outputs when a person 
is under cognitive load (i.e., mental distraction 
usually caused by a concurrent task), as when 
there is no cognitive load, are also considered to 
be automatic (Gilbert,   1989  ). 

 By the fi rst two of these defi nitions, the 
amygdala response to emotional images is an 
exemplary case of automaticity. Multiple studies 
have demonstrated that the amygdala responds 
to subliminal presentations of emotional images 
(Morris et al., 2000; Whalen et al., 1999) and 
also that the amygdala responds within 150 
milliseconds of stimulus presentation. Clearly, 
no conscious mental resources are needed 
to produce the amygdala’s response to emo-
tional stimuli. Indeed, the race-matching task, 
which produced the greatest amount of amyg-
dala activity in a comparison with race labeling 
(Lieberman et al.,   2005  ), was performed at the 
same speed with a concurrent working memory 
task as without this task. 

 Nevertheless, when individuals are asked to 
process aff ect labels while looking at negative 
emotional images, the amygdala response either 
disappears or is signifi cantly attenuated. Here, 
the presence of a particular kind of concurrent 
controlled processing task (i.e., aff ect label-
ing) modulates what would otherwise be an 
automatic response in the amygdala. Th is runs 
counter to the dogma of standard dual-process 
models that controlled processes cannot aff ect 
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elusive and somewhat mystical. Th e work pre-
sented here describes a neurocognitive process 
focused on RVLPFC that provides the begin-
nings of an answer. Putting feelings into words 
activates a region of the brain that is capable of 
inhibiting various aspects of immediate expe-
rience, including aff ective distress. Although 
we cannot say why the brain evolved such that 
putting feelings into words has this neurocog-
nitive eff ect, knowing that it does allows us 
to probe various aspects of this process in the 
future and examine its contribution to various 
social and aff ective experience in healthy and 
clinical populations. 
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   Perhaps more than other topics in the emerg-
ing fi eld of social neuroscience,  emotion  spans 
the many discrete disciplines that comprise the 
study of human behavior. Th is is in part because 
research on emotion does not necessarily entail 
a social interaction or social process but is an 
important component of all aspects of behavior. 
Traditions within psychology led to the study 
of emotion primarily being investigated by 
researchers specializing in the social or clinical 
domains. Th is was not because emotion is unim-
portant in other domains of the study of human 
behavior, such as cognition or economics, but 
rather because the traditional approach taken 
within these disciplines generally excluded its 
consideration. For example, the fi eld of cog-
nitive psychology was heavily infl uenced by 
the computer metaphor or the “information 
processing” approach (Miller,   2003  ). Viewing 
human thought as analogous to the processing 
of information by a computer did not encour-
age a consideration of emotion. Similarly, the 
study of economics was—and still is—heavily 
infl uenced by rational choice theory, which fails 
to consider emotion as an important factor in 
decision making (Kahneman,   2003  ). Because of 
these disciplinary approaches, the experimental 
study of human emotion has been explored pri-
marily by social psychologists, who have no such 
theoretical or historical constraints. In contrast, 
the study of behavioral neuroscience, which for 
ethical and methodological reasons was histor-
ically conducted with nonhuman animals, has 

consistently struggled with the concept of moti-
vation, an important component of emotion. 
To compel animals to engage in behaviors for 
study, they had to be motivated. Emotion and 
motivation have been key components of ani-
mal studies of behavior and neuroscience. 

 For these reasons, as techniques to study the 
human brain have developed, human neurosci-
ence studies of emotion fall squarely within the 
domain of social neuroscience. Although cog-
nitive neuroscientists and neuro-economists 
are increasingly investigating emotion, our 
psychological models of human emotion are 
drawn from social psychology and our neu-
ral models are drawn from behavioral neuro-
science. Th e social neuroscience approach of 
combining insights across these disciplines is 
resulting in neural models of human emotion 
that are informed by both animal models of the 
brain and a long history of psychological the-
ory. Recent investigations of the role of emo-
tion in other fi elds of human neuroscience rely 
on these emerging social neuroscience models. 
Th e chapters in this section represent a broad 
range of approaches and questions in the social 
neuroscience emotion. By doing this, they dem-
onstrate how the interdisciplinary approach of 
social neuroscience can provide insight into 
important experimental and theoretical ques-
tions across a number of disciplines of human 
behavior. 

 Th e chapter by Harmon-Jones and Harmon-
Jones demonstrates how neuroscience data can 
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and species, it has generally failed to consider 
whether this eff ect results from the valence or 
motivational dimension of emotion. By address-
ing this question, one can inform the theoretical 
debate about which dimensional approach may 
more fully capture human experience. In their 
review of a long series of studies, Harmon-Jones 
and Harmon-Jones demonstrate how anger, 
unlike other negative emotions, is represented 
by relatively greater left  than right frontal EEG 
activity, consistent with the conclusion that 
the motivational dimension of emotion is cap-
tured by this cerebral asymmetry. Th eir studies 
not only explore correlations among reported 
states, traits, and brain activity but also exper-
imental manipulations of anger that result in 
changes in state anger. Th ey also conclusively 
demonstrate how the strength of the left  frontal 
activity may be specifi cally linked to approach 
motivation by specifi cally manipulating the 
opportunity to act on the emotion. Th eir review 
explores how this cerebral asymmetry repre-
sents aff ect in social and nonsocial situations, 
suggesting, as in the other chapters, that these 
emotional responses are linked to social inter-
action but are not uniquely social. Finally, this 
chapter examines how data derived from other 
approaches examining the neural basis of emo-
tion may, or may not, be consistent with their 
general conclusions. 

 Whereas the Harmon-Jones and Harmon-
Jones chapter highlights how neuroscience 
tools can inform a psychological and philo-
sophical debate about emotion, the chapter by 
Beer and Bhanji demonstrates how nuanced 
social psychological paradigms can inform our 
understanding of the function of a specifi c neu-
ral structure, especially as it relates to neuro-
economic theories of emotion and decision 
making. Th e brain structure they examine is 
the orbitofrontal cortex. Recent investigations 
of role of emotion in economic decision making 
have highlighted the role of the orbitofrontal 
cortex in the integration of emotion into eco-
nomic choices (Damasio,   1994  ). Th is research, 
which resulted in the Somatic Marker hypoth-
esis, suggests that bodily states—particularly 
arousal—play an important role in determining 
appropriate choices, especially those that are 

inform theoretical debates about the structure 
of emotion. It has long been recognized by phi-
losophers and psychologists that emotion is not 
a unitary construct but, rather, a compilation 
of processes that share some common prin-
ciples. Th e theoretical challenge has been how 
to appropriately characterize the range of func-
tions that fall under the rubric “emotion.” One 
approach has been to characterize dimensions 
of emotion that capture a subset of emotional 
experience. One dimension is valence, which 
highlights whether the experience is positive 
or negative. Studies of the validity of valence 
as a primary dimension of emotion have gener-
ally relied on self-report measures of emotional 
experience. Another dimension is motivational 
tendency. Some emotional responses, such as 
sadness or fear, cause one to withdraw from a 
situation, whereas others cause one to approach, 
such as happiness or surprise. It has been sug-
gested that valence and motivation represent a 
single dimension of emotion, in that most pos-
itive emotions cause one to approach and most 
negative emotions cause one to withdraw. Th e 
problem with this unifi ed dimensional approach 
is that it fails to capture anger. Anger is an emo-
tion most people report as negative, yet it results 
in a motivational tendency to approach. Because 
of anger, it is clear that the unifi ed dimensional 
approach does not accurately represent the 
range of emotional experience. To date, psycho-
logical and philosophical investigations have 
not produced clear data suggesting one dimen-
sional approach captures experience better than 
the other. In their chapter, Harmon-Jones and 
Harmon-Jones explore how neural data might 
inform this debate. 

 Some of the earliest research in human 
aff ective neuroscience used EEG to examine 
electrical activity from the scalp to examine dif-
ferences in hemispheric processing of emotion 
states and traits (e.g., Davidson & Fox,   1982  ). 
Th is research led to the general conclusion 
that positive aff ect traits and states are related 
to greater left  relative to right frontal activity, 
whereas negative aff ect traits and states are 
related to relatively greater right than left  fron-
tal activity. Although this basic fi nding is robust 
and has been demonstrated across development 
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namely, neuro-economics. In contrast, the chap-
ter by Parker, Kesek, and Cunningham examines 
a topic at the core of social psychology and shows 
how neural models can enhance social psycho-
logical theory. Th e topic they examine is the rep-
resentation of attitudes. Research on attitudes 
over the last several decades has increasingly 
highlighted the complexity of evaluations and 
their expression. A relatively recent distinction 
that has emerged is the diff erentiation of auto-
matic/implicit and controlled/explicit attitudes. 
In their chapter, Perker, Kesek, and Cunningham 
review this literature and argue that this simple 
dichotomous approach may not be suffi  cient. 

 In this chapter, Parker, Kesek, and 
Cunningham introduce the Iterative Repr-
ocessing (IR) model of attitudes and link it to 
a proposed neural circuitry. Th is model distin-
guishes between attitude, which refers to pre-
existing, valenced information, and evaluation, 
which refers to the current state of the evalu-
ative system. Th e IR model proposes that there 
are more automatic aspects of the expression of 
attitudes but that these are infl uenced by refl ec-
tive processes they may represent more complex 
aspects of the current situation. Th ese two pro-
cesses interact in a repetitive, iterative manner 
to represent the current evaluative state. In sup-
port of the IR model, they draw on fMRI data 
examining the evaluation of stimuli and expres-
sion of attitudes. Specifi cally, they review data 
suggesting that the amygdala and insula may 
play a role in the more automatic evaluation of 
stimuli but that the prefrontal cortex may be 
involved in the construction of more complex 
evaluations. Importantly, they review studies 
suggesting that these neural systems may infl u-
ence each other, refl ecting IR in the formation 
of attitudes. Finally, they examine how these 
functions may emerge over development as the 
prefrontal cortex slowly matures. By using neu-
roscience data to inform social psychological 
theory, Parker, Kesek, and Cunningham high-
light how the social neuroscience approach is 
valuable to our basic understanding of social 
processes. 

 Th e fi nal chapter in this section by Lieberman 
examines the alteration of emotion, a topic of crit-
ical importance to the treatment of psychological 

more automatic and less amenable to conscious 
refl ection. It is suggested that the orbitofrontal 
cortex codes these somatic markers, resulting 
in impaired emotion and decisions in patients 
with orbitofrotnal cortex damage. Although 
there are only a few correlational studies sup-
porting the Somatic Marker hypothesis of deci-
sion making, it has received wide recognition in 
neuro-economics, perhaps because emotion has 
not been widely studied in economic decision 
making and it is one of the few neural models 
characterizing the relation between emotion 
and choice. 

 In their chapter, Beer and Bhanji critically 
evaluate this hypothesis as it relates to the func-
tion of the orbitofrontal cortex. By examin-
ing the larger literature of orbitofrontal cortex 
function, they demonstrate that the relatively 
discrete role assigned to this region in economic 
decision making is not supported by the larger 
literature. Critically, patients with orbitofrontal 
cortex damage show few emotion defi cits across 
a range of tasks. Rather these patients show 
very specifi c defi cits in updating reinforce-
ment contingencies in decision tasks, which is 
a confound that studies examining the Somatic 
Marker hypothesis failed to address. However, 
Beer and Bhanji do not argue that the orbitof-
rontal cortex plays no role in emotion and deci-
sion making, but rather, it has a more discrete 
and nuanced role. Th ey review a series of studies 
using clever social psychological paradigms to 
show that the orbitofrontal cortex is involved in 
self-monitoring and self-insight. Impaired self-
monitoring can lead to problems with emotion 
but does not necessarily. Th ey also highlight 
how this self-monitoring defi cit can specifi cally 
infl uence emotion’s impact on economic deci-
sions, whether it is helpful or hurtful, even if the 
emotional reaction is unimpaired. Finally, they 
review the limited means by which emotion has 
been investigated in neuro-economic research 
to date and suggest how future research might 
benefi t from an expanded view of both emotion 
and neural systems, informed with the social 
neuroscience approach. 

 Beer and Bhanji emphasize how a social neu-
roscience perspective can inform research in 
another domain of human neuroscience—
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social psychological paradigms can signifi cantly 
enhance our understanding of brain function 
and inform the emerging fi eld of neuro-eco-
nomics. Parker, Kesek, and Cunningham dem-
onstrate how neuroscience methods can provide 
insight into core social psychological questions. 
Finally, Lieberman demonstrates how looking 
across disciplines with a social neuroscience 
perspective can provide scientifi c support for 
a traditional clinical approach advocated over 
century ago by Freud. 

 Th e interdisciplinary nature of social neu-
roscience, and particularly the study of emo-
tion, is emblematic of a larger shift  in the study 
of human behavior. Th e fi rst 100 years of the 
experimental study of human mental func-
tion resulted in dividing behavior into diff er-
ent domains, such as social, clinical, cognitive, 
and economic. At the time, this seemed like 
the only logical means to tackle its complexity. 
Th is resulted in discrete disciplines that rarely 
communicated, even if the questions being 
addressed overlapped. Recent  methodological 
advances in human neuroscience, however, 
have created a common currency, which is now 
pulling these discrete disciplines back together. 
As research in social neuroscience and other 
disciplines of human neuroscience progresses, 
we will necessarily have more complex models 
of human social behavior. However, these mod-
els will hopefully more accurately refl ect the 
detailed and nuanced infl uence of social and 
emotional factors on our mental lives. 
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disorders, as well as informative to other research 
domains of human behavior. Studies of emotion 
have oft en described it as an automatic response 
to a stimulus or event. However, more recent 
research has renewed interest in the idea that the 
generation of emotion is strongly infl uenced by 
the situation and interpretation of events. Th e 
chapter by Lieberman explores one means by 
which emotion may be changed, which is ver-
balizing the emotion and, as a result, reducing 
its impact or intensity. Th e idea that verbalizing 
emotions can alter them is a core component 
of psychotherapy. Lieberman reviews the psy-
chological literature suggesting that emotion 
is altered by the Symbolic Processing of Aff ect 
(SPA), or putting feelings into words, and links 
this eff ect to a neural model. Specifi cally, his 
model suggests that the right ventrolateral pre-
frontal cortex (RVLPFC) plays a key role in 
inhibition in general, not just SPA. However, in 
situations where SPA dampens the emotional 
response, the RVLPFC has its infl uence by alter-
ing responses primarily in the amygdala, which 
in turn infl uences the aff ective response. By 
reviewing human neuroscience studies from a 
number of domains, Lieberman shows how the 
RVLPFC is involved in inhibition broadly, how 
it may infl uence the amygdala through its con-
nectivity, and how a number of studies, includ-
ing SPA paradigms, result in increased RVLPFC 
activation and decreased amygdala activation. 
In introducing his model, Lieberman cites stud-
ies from aff ective neuroscience, neuro-eco-
nomics, clinical neuroscience, as well as social 
neuroscience. Because inhibition and aff ect are 
important not only in clinical psychology and 
talk therapy, but across all of these domains, 
Lieberman highlights the potential implications 
of this model in social and cognitive psychology, 
as well as its clinical implications. 

 In his chapter, Lieberman explicitly high-
lights the interdisciplinary nature of research on 
emotion, but taken together all of the chapters 
emphasize diff erent benefi ts of the social neuro-
science approach. Harmon-Jones and Harmon-
Jones demonstrate how brain data can inform 
classic theoretical debates about the nature of 
emotion. Beer and Bhanji highlight both how 



This page intentionally left blank 



      PART IV 

Navigating Social Life 



This page intentionally left blank 



217

   In this chapter, I discuss the advantages and 
disadvantages of an approach to social cogni-
tive neuroscience that involves imaging brain 
function in subjects who are immersed in gen-
uine social interactions. I also discuss what this 
approach can and cannot reveal about one of 
the fundamental questions in social neurosci-
ence: whether the human brain has domain-
specifi c neural systems that are specialized for 
social cognition. 

 Imaging studies of social interactions have 
emerged relatively recently within cognitive 
neuroscience. Many early fMRI studies pre-
sented subjects with face stimuli, given the 
obvious importance of faces in human social 
interactions. Typically, stimuli were static, two-
dimensional pictures of faces that subjects were 
instructed to either passively view or judge on 
some attribute. Other studies examined face 
processing defi cits in patients with damage to 
specifi c brain regions like the amygdala or the 
fusiform gyrus using similar types of stimuli 
(reviewed in Adolphs,   2001  ; Adolphs,   2003  ). 
Still others have attempted to probe social 
cognition by asking subjects to read stories 
or view cartoons and make judgments about 
these hypothetical scenarios. For example, the 
neural correlates of both mentalizing (Brunet 
et al.,   2000  ; Fletcher et al.,   1995  ; Gallagher et al., 
  2000  ; Vogeley et al.,   2001  ) and moral reasoning 
(Greene et al.,   2001  ; Greene et al.,   2004  ; Moll 
et al.,   2002  ) have been probed with this meth-
odology. Th ese studies have yielded valuable 

insights with respect to the neural underpin-
nings of human social cognition. However, for 
each, one can raise questions about the eco-
logical validity of the stimuli. Does the pat-
tern of brain activation in response to static, 
two dimensional face stimuli accurately refl ect 
the brain’s response to the dynamic, embodied 
faces that we encounter in everyday life? Is the 
pattern of brain activation in response to rea-
soning about hypothetical, fi ctitious scenarios 
the same as when grappling with real-life, con-
sequential social problems? 

 One approach to improving the ecological 
validity of experiments in social cognitive neu-
roscience is to image brain function as subjects 
interact with other people in real social interac-
tions. In recent years, a number of such studies 
have been conducted, and these are reviewed 
below. 

 Across the primate order, there is a positive 
correlation between relative neocortex size and 
the size of the social group to which an individ-
ual of a given species belongs (Dunbar,   1998  ). 
Th is observation has led to the “Social Brain 
Hypothesis,” according to which the need to 
navigate complex social environments associ-
ated with larger groups selected for increased 
neocortical size throughout primate evolution. 
If this is true, then the function of this enlarge-
ment is enhanced social cognition, and we might 
well expect domain-specifi c neural circuitry for 
social cognition to have evolved in primates. 
Given how much larger the human neocortex is 
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physical stimuli (Fig.   15–1  ). Based on this 
result, it is suggested that social and physical 
pain share a common neural basis. Th is con-
clusion is consistent with the idea that social 
cognition draws on domain-general neural 
systems that initially evolved for more basic 
functions. Th e authors also report a negative 
correlation between self-reported distress and 
activation in the ventrolateral prefrontal cor-
tex (VLPFC), as well as a negative correlation 
between ACC and VLPFC activity, suggesting 
that VLPFC may regulate the distress of social 
exclusion by disrupting ACC activity.   

 Another example of interactive tasks being 
used to probe the neural correlates of social 
emotions is a study by Sanfey et al. (Sanfey 
et al.,   2003  ), in which subjects were scanned 
with fMRI as they received fair and unfair off ers 
from partners in an ultimatum game (UG). In 
the UG game, two subjects—say player A and 
player B—are asked to split a sum of money. 
Player A is asked to propose how to divide the 
sum. Player B can either accept or reject the pro-
posal. If player B accepts, the money is divided 
as specifi ed by player A. On the other hand, 
if the player B rejects the off er, neither player 
receives any money. Th e indignation one feels 

compared with other primates (Rilling & Insel, 
  1999  ), humans may be an extreme manifesta-
tion of this trend, and the human brain may be 
in large part a social cognitive organ. 

 An alternative possibility is that social cog-
nition does not have its own dedicated neural 
circuitry and instead makes use of more basic 
systems designed for general purpose tasks. 
In principal, neuro-imaging investigations of 
social interactions could be used to adjudicate 
between these two competing hypotheses. If 
there are dedicated neural systems for social 
cognition, then interacting with a human part-
ner should yield a diff erent pattern of neural 
activation than interacting with a computer 
partner, even aft er standardizing the behavior 
of those partners. However, interpreting simi-
larities would be more ambiguous. If computer 
interactions activate the same set of regions as 
human interactions, is it because a domain gen-
eral network is being recruited, or is it because 
humans refl exively anthropomorphize comput-
ers and recruit specialized social cognition sys-
tems for these interactions as well? With these 
ambiguities in mind, I next review published 
neuro-imaging studies of social interactions 
and discuss what they reveal about the domain-
specifi city of social cognition, as well as what 
they reveal about social neuroscience more 
generally. 

     PROBING THE NEURAL CORRELATES OF 
SOCIAL EMOTIONS   

 One goal of social cognitive neuroscience 
should be to map the neural correlates of the 
social emotions. Interactive tasks are partic-
ularly useful in this eff ort because of their 
eff ectiveness in provoking social emotions. 
For example, Eisenberger et al. (Eisenberger 
et al.,   2003  ) investigated the neural correlates 
of social exclusion by scanning subjects as they 
played a virtual ball-tossing game from which 
they were ultimately excluded by their part-
ners. Th ey found that subjects’ self-reported 
distress in response to exclusion was posi-
tively correlated with activation in a region of 
the anterior cingulate cortex (ACC) known to 
be involved in the aff ective response to painful 

 
   Fig. 15–1    Region of anterior cingulate cortex 
showing a positive correlation with self-reported 
distress in response to social exclusion in a vir-
tual ball tossing game.   From Eisenberger NI, 
Lieberman MD, & Williams KD. (  2003  ): Does 
rejection hurt? An FMRI study of social exclusion. 
 Science 302,  290–292. Reprinted with permission.   
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activation within anterior insula, suggest-
ing that either the anterior insula is part of a 
domain-general neural system that responds 
to aversive stimuli in general or that human 
subjects were anthropomorphizing their com-
puter partners. In this case, both explanations 
likely apply. Th e insula is, in fact, known to 
activate to a wide range of aversive stimuli 
(Sanfey et al.,   2003  ), and the fact that unfair 
off ers from computer partners were occasion-
ally rejected raises the possibility that subjects 
were anthropomorphizing their computer 
partners. It should also be noted that ante-
rior insula activation in response to unfair 
off ers was stronger for human than computer 
partners, suggesting that humans are a more 
potent stimulus for this neural system. 

 Singer et al. (Singer et al.,   2004  ; Singer et al., 
  2006  ) probed the neural correlates of empathy 
and their modulation by the reputation of the 
person with whom one empathized. Interactive 
tasks were used to establish these reputations. 
In part one of their experiment, subjects played 
a sequential Prisoner’s Dilemma Game with 
each of two human confederates. Subjects 
were always the fi rst movers in the game, a role 
that involved choosing to either send 10 mon-
etary units to their partner, in which case the 
points would be tripled and the partner would 
have the option of returning a portion, or to 
keep the 10 monetary units to themselves. One 
of the confederates played fairly and returned 
large amounts of money to the player, whereas 
the other played unfairly, returning small 

upon being made an unfair off er oft en motivates 
the irrational decision to reject the off er and 
receive nothing rather than something. In the 
study by Sanfey et al., the subject in the scanner 
was always in the role of player B and received 
an off er from each of 10 players met previously. 
In reality, off ers were predetermined by a com-
puter algorithm such that fi ve of them were fair 
(5:5 split) and fi ve were unfair (two 7:3, two 8:2, 
and one 9:1). Receiving an unfair off er was asso-
ciated with activation in three brain regions: 
anterior insular cortex, dorsolateral prefrontal 
cortex (DLPFC), and anterior cingulate cortex 
(ACC) (Fig.   15–2  ). When activation within the 
anterior insula was stronger than activation 
in DLPFC, subjects were more likely to reject 
than accept unfair off ers, whereas subjects were 
more likely to accept unfair off ers when DLPFC 
activation exceeded anterior insula activation. 
Based on these results, a model was proposed in 
which the emotional response to an unfair off er, 
represented in anterior insula, motivated rejec-
tion of the off er, whereas activation in DLPFC 
maintained the rational goal of maximizing 
earnings by accepting the off er. Th e confl ict 
between these two competing motives is repre-
sented in the ACC, a region implicated in cogni-
tive confl ict (Botvinick et al.,   1999  ; MacDonald 
et al.,   2000  ).   

 In addition to receiving fair and unfair 
off ers from alleged human partners, subjects 
received the exact same series of off ers from 
alleged computer partners. Unfair off ers from 
computer partners were also associated with 
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  Fig. 15–2    Activated brain regions 
in response to receiving an unfair 
(vs. fair) off er in the Ultimatum 
Game. 
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choices. Th e largest payoff  occurs when the player 
defects and the partner cooperates (DC = $3). Th e 
second largest payoff  is for mutual cooperation 
(CC = $2), followed by mutual defection (DD = 
$1), and fi nally player cooperation combined 
with partner defection (CD = $0). Each outcome 
corresponds to a diff erent outcome of a social 
interaction and typically elicits a diff erent set 
of social emotions. Mutual cooperation is oft en 
associated with friendship, love, trust, or obliga-
tion; mutual defection is associated with feelings 
of rejection and hatred; and cooperation by one 
and defection by the other typically results in 
the cooperator feeling anger or indignation and 
in the defector feeling anxiety, guilt, or elation 
from successfully exploiting the partner to their 
advantage. CC outcomes were associated with 
activation in anteroventral striatum and orbitof-
rontal cortex, and CD outcomes were associated 
with deactivation in these same areas. Th is fi nd-
ing recurred in a single-shot version of the PD 
game where subjects played just one round of the 
game with each of 10 diff erent assumed human 
partners (Rilling et al.,   2004  ; Fig.   15–4  ). Th ese 
regions are targets of mesencepahlic dopamine 
projections thought to be involved in represent-
ing rewards and calculating reward prediction 
errors (Montague et al.,   1996  ; Schultz,   2002  ). Th e 
results are therefore consistent with the hypoth-
esis that mesolimbic dopamine projection sites 
carry information about errors in reward predic-
tion that allow us to learn who can and cannot be 
trusted to reciprocate favors.   

 Like the study by Sanfey and colleagues 
described above, these PD studies included 

amounts of money. In part two of the experi-
ment, brain activity was measured with fMRI 
in these same subjects as they witnessed the fair 
and unfair confederates receive painful electric 
shocks. Both male and female subjects exhib-
ited empathy-related activation in pain-related 
brain areas like the fronto-insular and ACC. 
However, in males, the magnitude of these 
empathy-related responses during pain was 
signifi cantly attenuated when the unfair con-
federates were being shocked (Fig.   15–3  ). Men 
also showed stronger activation in the ventral 
striatum, a putative reward processing region, 
when unfair as compared with fair confederates 
received painful shocks, and the magnitude of 
this activation scaled with the reported desire 
for revenge expressed in post-experiment ques-
tionnaires. Th ese data are consistent with the 
possibility that men derive pleasure from pun-
ishing unfair social partners, a fi nding echoed 
in another study discussed below.   

 Th e neural correlates of positive and negative 
social emotions have also been explored in the 
context of an iterated Prisoner’s Dilemma (PD) 
game (Rilling et al.,   2002  ). In this study, subjects 
were scanned with fMRI as they played several 
consecutive rounds of a simultaneous choice PD 
game with real or assumed human partners who 
were outside the scanner. Th e iterated PD game 
models relationships based on reciprocal altru-
ism, or the reciprocal exchange of favors. In the 
PD game, two players simultaneously and inde-
pendently choose to either cooperate with each 
other or not (i.e., defection) and receive a pay-
off  that depends on the interaction of their two 
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   Fig. 15–3    Activation within left  and right frontoinsular cortices in male subjects as they observed fair 
and unfair confederates receiving painful electric shocks.   From Singer T, Seymour B, O’Doherty JP, 
Stephan KE, Dolan RJ, & Frith CD. (  2006  ). Empathic neural responses are modulated by the perceived 
fairness of others.  Nature 439 , 466–469. Reprinted with permission.   
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Delgado et al. added an interesting manipula-
tion in which subjects played the game with each 
of three diff erent partners who had pre-existing 
reputations of praiseworthy, neutral, or morally 
suspect. Despite the fact that all three of these 
partners behaved identically (sharing 50% of the 
time), subjects chose to transfer money to the 
praiseworthy partner more frequently. Further, 
the neural response for the share versus keep 
contrast diff ered as a function of the moral rep-
utation of the partner. When playing with either 
bad or neutral partners, the share versus keep 
contrast yielded signifi cant activation in the ven-
tral caudate. However, there was no signifi cant 
diff erence in ventral caudate activation between 
share and keep when playing with praiseworthy 
partners. Th e authors interpret these fi ndings to 
suggest that prior moral perceptions can dimin-
ish reliance on feedback mechanisms in the neu-
ral circuitry of trial and error learning.   

 Finally, Decety et al. (Decety et al.,   2004  ) 
scanned subjects while playing a diff erent 
type of interactive game in which subjects 
either worked with or against a partner who 
was trying to reproduce a specifi ed pattern on 
a computerized gameboard. As in the iterated 
PD study discussed above, cooperating with 
the partner was associated with activation in 

trials with putative computer partners for com-
parison with putative human partners. CD 
outcomes with computer partners were also 
associated with negative BOLD responses in the 
striatum, but CC outcomes with computer part-
ners were not associated with positive BOLD 
responses in the striatum, suggesting that striatal 
responses to mutual cooperation are specifi c to 
interactions with human partners. 

 In contrast to Singer et al., who used a trust 
game (i.e., sequential PD game) outside the scan-
ner to establish confederate reputations for later 
scanning, Delgado et al. (  2005  ) scanned subjects 
with fMRI while playing an iterated trust game. 
Subjects were given $1, which they could choose 
to either keep or transfer to a partner, in which 
case it would triple in value and the partner 
would have the option of returning either half 
(share) or none (keep). Th e contrast between the 
partner opting to share versus keep revealed acti-
vation in the ventral caudate in a similar location 
to that observed by Rilling et al. for the contrast 
between reciprocated and unreciprocated coop-
eration (Rilling et al.,   2002  ; Fig.   15–5  ). However, 

 
   Fig. 15–4    Areas that activate in response to 
reciprocated cooperation and deactivate in 
response to unreciprocated cooperation in a sin-
gle-shot PD game.   From Rilling JK, Sanfey AG, 
Aronson JA, Nystrom LE, & Cohen JD. (  2004  ). 
Opposing BOLD responses to reciprocated and 
unreciprocted altruism in putative reward path-
ways,  NeuroReport 15 , 2539–2543.   

 

–8.00

–4.40

8.00

4.40

P < 0.001
t(11)

   Fig. 15–5    Ventral caudate activation for the con-
trast between partner reciprocation and non-re-
ciprocation in an iterated trust game.   Reprinted 
by permission from Delgado MR, Frank RH, & 
Phelps EA. (  2005  ). Perceptions of moral char-
acter modulate the neural systems of reward 
during the trust game.  Nature Neuroscience 8,  
1611–1618.   
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neural correlates of ToM by immersing subjects 
in meaningful social interactions. Gallagher et 
al. (Gallagher & Frith,   2003  ) imaged subjects 
with PET as they played the game “stone, paper, 
scissors” with an assumed human partner out-
side the scanner and with an assumed com-
puter partner. To control for partner behavior 
in these two conditions, a random sequence of 
choices was surreptitiously inserted during the 
PET scanning epoch in each condition. Playing 
with an assumed human partner was associ-
ated with stronger activation within anterior 
paracingulate cortex compared to playing with 
an assumed computer partner (Fig.   15–7  ), sug-
gesting that this brain region may be special-
ized for making inferences about the mental 
states of other humans. Th is result was consis-
tent with earlier non-interactive ToM imaging 
studies that had consistently reported anterior 
paracingulate cortex as one of three brain areas 
reliably activated by ToM tasks (Gallagher & 
Frith,   2003  ). Th us, this study did not reveal 
an obvious advantage of the interactive task 
paradigm.   

 A subsequent study by Rilling et al. (  2004  ) 
examined brain regions that were activated in 
response to partner feedback in both the UG 

medial orbitofrontal cortex, which the authors 
interpreted to suggest that cooperation is more 
rewarding than competing (Fig.   15–6  ).   

     MORE POTENT SOCIAL STIMULI   

 In addition to provoking social emotions, inter-
active tasks can be used as more potent stimuli 
for provoking social cognition. For example, 
previous studies have investigated the neural 
correlates of Th eory of Mind (ToM) by asking 
subjects to make inferences about characters 
in hypothetical scenarios (Brunet et al.,   2000  ; 
Fletcher et al.,   1995  ; Gallagher et al.,   2000  ; Saxe 
& Kanwisher,   2003  ; Vogeley et al.,   2001  ). But 
people likely invoke their mentalizing abilities 
most when attempting to understand the minds 
of other individuals with whom they are directly 
interacting, especially when those interac-
tions have real consequences for them. Th us, at 
least three groups have attempted to probe the 

 
   Fig. 15–6    Orbitofrontal cortex activation for 
the contrast between cooperating and compet-
ing with a partner in a computerized board 
game.   Decety J, Jackson PL, Sommerville JA, 
Chaminade T, & Meltzoff  AN (  2004  ). Th e neu-
ral bases of cooperation and competition: an 
fMRI investigation,  Neuroimage  23, 744–751. 
Reprinted with permission from Elsevier.   

 
   Fig. 15–7    Anterior paracingulate activation for 
the contrast between playing with human and 
computer partners in the game “stone, paper, 
scissors.”   Gallagher H, Jack A, Roepstorff  A, & 
Frith CD. (2002). Imaging the intentional stance 
in a competitive game.  Neuroimage 16 , 814–821. 
Reprinted with permission from Elsevier.   
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sulcus (mid-STS), posterior cingulate and pre-
cuneus, and hippocampus.   

 In monkeys, mid-STS contains neurons 
tuned to facial expressions, direction of eye gaze, 
and purposeful body movements of other mon-
keys and may be involved more generally with 
detecting the intentions of other social beings 
(Adolphs,   2001  ; Allison et al.,   2000  ). A recent 
fMRI study contrasting activity when subjects 
watched movies of a lone actor versus watching 
a video of two people interacting (Iacoboni et al., 
  2004  ) found activation along the anterior-poste-
rior extent of the STS for the interactive condi-
tion, prompting the authors to suggest that the 
anterior STS activations may have been driven 
by the use of complex stimuli that were closer to 
real-life situations, as would also be the case in 
the present study. As for the other activations, 
posterior cingulate activation has consistently 
been associated with emotionally salient stimuli 
(Maddock,   1999  ) and may relate to emotional 
arousal in response to receiving feedback from 
an assumed human partner in this experiment. 
Finally, hippocampus has been linked with epi-
sodic memory encoding (Squire & Zola,   1996  ; 
Zola et al.,   2000  ), suggesting that subjects may 
be encoding the identity of cooperative and non-
cooperative partners. Th us, some of the activated 

and PD game. In this experiment, subjects met 
a group of 10 behavioral confederates prior 
to scanning to reinforce their belief that they 
were interacting with real people. Additionally, 
digital photographs of confederates were pre-
sented to subjects while they played the game 
in the scanner. In both games, partner feedback 
revealed something about the partner’s inten-
tions and was therefore expected to invoke ToM 
processing. Specifi cally, in the UG, revelation of 
the partner’s off er revealed whether the partner 
was generous or greedy. In the PD game, reve-
lation of the partner’s decision to cooperate or 
defect revealed whether the partner was coop-
erative or selfi sh. In contrast to non-interactive 
ToM studies in which subjects reasoned about 
fi ctitious scenarios, in this experiment subjects’ 
interactions with their partners were conse-
quential because they were compensated as 
a function of the actual game outcomes, and 
most subjects’ motivation for participating was 
in fact monetary compensation. In both tasks, 
classic ToM areas, such as the anterior parac-
ingulate cortex and the right posterior supe-
rior temporal sulcus, were activated (Fig.   15–8  ). 
However, several additional areas that have not 
been previously reported in ToM studies were 
also activated, including mid-superior temporal 

 
   Fig. 15–8    Activations within classic theory of mind regions in response to receiving feedback from 
partners in both Ultimatum (left ) and PD (right) games.   From Rilling JK, Sanfey AG, Aronson JA, 
Nystrom LE, & Cohen JD. (  2004  ). Opposing BOLD responses to reciprocated and unreciprocted altru-
ism in putative reward pathways.  NeuroReport 15 , 2539–2543.   
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the authors to speculate that this region binds 
joint attention to mutual gains with the inhibi-
tion of immediate reward gratifi cation to allow 
cooperative decisions. Th ese results are consis-
tent with those of Gallagher et al. and Rilling et 
al. in suggesting that mPFC is a domain-specifi c 
brain region, specialized for making inferences 
about the mental states of other humans.   

 de Quervain et al. (  2004  ) also examined neu-
ral activity in a trust game, but they used PET 
rather than fMRI. As in the study by Delgado 

regions are not involved in ToM processing  per se  
but in related processes that reliably accompany 
ToM processing when subjects are immersed in 
genuine social interactions. Th is study there-
fore provides a more complete picture of brain 
regions that are likely to be engaged when sub-
jects engage ToM processing in the context of 
everyday social interactions. 

 Once again, both human and computer part-
ners were included in this study. Receiving feed-
back from a computer partner was associated 
with activation in anterior paracingulate cortex, 
right posterior STS, and posterior cingulate/pre-
cuneus; however, in each case, the activations 
were weaker compared with receiving feedback 
from human partners. In contrast to receiving 
feedback from human partners, neither mid-
STS nor hippocampus were signifi cantly acti-
vated when receiving feedback from computer 
partners, raising the possibility of a specialized 
neural system for processing feedback from 
human partners in social interactions. 

 Finally, in the computerized board game 
study by Decety et al. mentioned above, stron-
ger activation was observed in anterior parac-
ingulate cortex when subjects were competing 
with their partners compared to when they 
were cooperating with them, which the authors 
suggest refl ects greater mentalizing demands 
for competition compared with cooperation. 

     PROBING THE NEURAL CORRELATES OF 
SOCIAL DECISION MAKING   

 Interactive tasks are also useful insofar as they 
allow us to proceed beyond probing the neural 
correlates of perception and judgment of social 
stimuli to the decision-making processes that 
guide social behavior. For example, McCabe 
et al. (McCabe et al.,   2001  ) scanned subjects as 
they played a trust game with real human part-
ners who were outside the scanner and with 
computer partners. Subjects who cooperated 
more oft en showed stronger activation in medial 
prefrontal cortex (mPFC) during the decision-
making epoch when playing with human com-
pared with computer partners (Fig.   15–9  ). Th e 
activation in mPFC is near the anterior parac-
ingulate focus of ToM imaging studies, leading 

 
   Fig. 15–9    Activation within medial prefrontal 
cortex in cooperative subjects during decision-
making for the contrast between playing with 
human vs. computer partners.   From McCabe K, 
Houser D, Ryan L, Smith V, & Trouard T. (  2001  ). 
A functional imaging study of cooperation in two-
person reciprocal exchange.  PNAS 98 , 11,832–
11,835. Copyright (2001)  National Academy of 
Sciences, USA . Reprinted with permission.   
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with the interesting addition that both par-
ticipants were scanned simultaneously with 
a new technology known as hyperscanning 
(Montague et al.,   2002  ). Within the dorsal stri-
atum (head of the caudate nucleus), a stronger 
neural response to the revelation of the part-
ner’s investment predicted future increases in 
reciprocity by the player (Fig.   15–11  ). As the 
game progressed, this intention to trust signal 
shift ed forward by 14 seconds such that it actu-
ally occurred during the partner’s decision-
making epoch, before the decision was actually 
revealed. Th is fi nding is reminiscent of analo-
gous shift s of reward prediction error signals 
from reinforcement learning that have recently 
been identifi ed with fMRI in caudate and puta-
men and are thought to involve outputs of mid-
brain dopaminergic systems (McClure et al., 
  2003  ; O’Doherty et al.,   2003  ). So it seems that 
early in the game when the subject is uncertain 
as to the partner’s intentions, reciprocity elicits 
a positive reward predication error. However, as 
the game progresses and the partner’s behavior 
becomes more predictable, the positive reward 

et al. (  2005  ) discussed above, scanned subjects 
were in the role of fi rst mover. If subjects chose 
to transfer money to their non-scanned partner, 
the money quadrupled and the partner could 
then decide to either return half the sum (share) 
to the subject or keep all of it. In this version 
of the game, scanned subjects were given the 
opportunity to pay to punish non-reciprocating 
partners. Subjects were scanned for 1 minute 
aft er learning that their partner had chosen to 
keep all the money, while they were deciding 
whether and how much to punish their part-
ner. Eff ectively punishing a non-reciprocating 
partner was associated with activation in the 
caudate nucleus (dorsal striatum), a region 
implicated in processing rewards that accrue 
as a result of goal directed actions (Fig.   15–10  ). 
Moreover, subjects with stronger activation in 
the dorsal striatum were willing to incur greater 
costs to punish the partner more severely. Like 
the Singer et al. study, this fi nding supports the 
hypothesis that people derive satisfaction from 
punishing defectors in social exchange, or per-
haps from achieving revenge more generally.   

 Like Delgado et al., King-Casas et al. (  2005  ) 
scanned subjects with fMRI while playing an 
iterated trust game with human partners, but 

 
   Fig. 15–10    Activation within caudate nucleus 
related to eff ectively punishing a non-reciprocat-
ing partner in a trust game.   From de Quervain 
DJ, Fischbacher U, Treyer V, Schellhammer M, 
Schnyder U, Buck A, & Fehr E. (  2004  ). Th e neu-
ral basis of altruistic punishment.  Science 305 , 
1254–1258. Reprinted with permission from 
AAAS.   

 
   Fig. 15–11    Region of caudate nucleus where the 
magnitude of activation in response to revela-
tion of the partner’s investment positively pre-
dicted future increases in reciprocity in a trust 
game.   From King-Casas B, Tomlin D, Anen C, 
Camerer CF, Quartz SR, & Montague PR (  2005  ): 
Getting to know you: reputation and trust in a 
two-person economic exchange.  Science 308 , 
78–83. Reprinted with permission from AAAS.   



NAVIGATING SOCIAL LIFE226

signifi cantly advanced our knowledge of the 
neuroscience of human social behavior and 
will continue to do so in the future. To take 
just one example of what has been learned with 
this approach, the above studies have revealed a 
pervasive role of the caudate nucleus in human 
social interactions involving reciprocity, from 
distinguishing between reciprocation and non-
reciprocation (Delgado et al.,   2005  ; Rilling 
et al.,   2002  ) to predicting future reciprocity 
(King-Casas et al.,   2005  ; Rilling et al.,   2002  ) to 
marking eff ective punishment of non-recipro-
cators (de Quervain et al.,   2004  ; Singer et al., 
  2006  ). Using this approach, we can look forward 
to additional insights as the future of social cog-
nitive neuroscience unfolds. 

 Th ese studies have also yielded fi ndings rele-
vant to the issue of whether the human brain has 
domain-specifi c neural systems that are special-
ized for social cognition. One consistent fi nding 
is that the anterior paracingulate cortex shows 
stronger activation to interactions with human 
compared to computer partners. Perhaps not 
coincidentally, this region also contains a spe-
cial type of neuron known as a Von Economo 
neuron, found at much higher density in the 
human brain than great ape brains and not pre-
sent at all in the brains of monkeys (Allman 
et al.,   2005  ). Given that humans undoubtedly 
have greater ToM capabilities than any other 
primate, these neurons in anterior paracingu-
late cortex could be part of a specialization for 
theory of mind. If anterior paracingulate cortex 
has a more basic, domain-general function, it is 
not immediately clear what that would be. 

 On the other hand, other brain regions 
that were mentioned above as being particu-
larly responsive to human interactions, such 
as the insula, the anterior cingulate cortex, 
and the caudate nucleus, do have quite obvi-
ous domain-general functions. Th e insula and 
anterior cingulate cortex are responsive to 
painful stimuli, and the caudate is responsive 
to food reward and reward predication errors. 
Th us, the neural systems that respond to unfair 
treatment (i.e., insula) and reciprocated coop-
eration (caudate) likely originally evolved to 
solve fundamental problems such as avoid-
ance of noxious physical stimuli and adaptive 

prediction error is transferred to an earlier 
point in time, which presumably reliably pre-
dicts reciprocity.   

 Th e fi nding of this study is echoed in the 
iterated PD fMRI results of Rilling et al. (  2002  ), 
where the magnitude of activation within the 
anteroventral striatum in response to CC out-
comes predicted the likelihood of the subject 
persisting with a strategy of mutual coopera-
tion. Th at is, stronger activation was positively 
correlated with the probability of a CC outcome 
in the next round of the game. 

 Th e hyperscanning methodology pioneered 
by Montague and colleagues has obvious 
advantages in terms of data collection effi  -
ciency (i.e., collecting twice as much data in 
the same amount of time) but will also open 
new vistas in social cognitive neuroscience. For 
example, it will allow imaging of coordinated 
patterns of brain activity in people who are 
eff ectively working together toward a common 
goal. It could also be used to evaluate simula-
tion theories of empathy, according to which we 
understand others by reproducing their neural 
states. Further applications for this method will 
undoubtedly emerge in the future. 

     CONCLUSIONS   

 In summary, interactive tasks have been pro-
ductively used to provoke and image the neu-
ral correlates of social emotions and feelings 
such as indignation, empathy, trust, and social 
exclusion. Interactive tasks have also been used 
to image the neural correlates of mentalizing 
and competition and to probe the neural cor-
relates of social decision making in the realm of 
cooperation and altruistic punishment. Studies 
involving interactive tasks are oft en more chal-
lenging to conduct because they oft en involve 
more subjects, more instruction of subjects, 
computer platforms that support interactive 
tasks, and less predictability and control of 
stimuli. For example, it is impossible to know 
in advance when a partner will choose to recip-
rocate cooperation or not, so statistical design 
matrices need to be tailored to individual sub-
jects. Nevertheless, the extra eff ort can yield 
signifi cant payoff s. Th ese studies have already 
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foraging, respectively (Panskepp,   1998  ). When 
social skills became more crucial with the evo-
lution of primates, these systems were exapted 
(Gould & Vrba,   1982  ) for new functions such 
as detecting harmful social stimuli and learn-
ing when and to whom altruism should be dis-
pensed. However, in the process of adapting 
these old systems to novel demands, the systems 
may well have been modifi ed and social pres-
sures may have left  their imprint. Indeed, this is 
the manner in which the evolutionary process 
typically unfolds. For example, some mam-
mals such as otters have evolved into aquatic 
niches. But rather than evolving completely 
novel structures to propel them through water, 
they modifi ed their feet, the primary function 
of which is locomotion on land, to make them 
better suited to also travel through water. Th e 
end result is limbs designed for terrestrial loco-
motion that also have webbed feet designed for 
aquatic locomotion. Analogously, human brain 
systems may be designed for a combination of 
social and nonsocial functions. 

 Finally, cognitive neuroscientists are oft en 
challenged by others outside the fi eld to state 
precisely how neuro-imaging has improved 
our knowledge of social cognition. For many of 
us, this question is misguided, as the primary 
goal of our research is not to better understand 
social cognition but to better understand the 
human brain. Understanding how the human 
brain gives rise to social cognition is an end 
unto itself. 
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  “Th ere is much suff ering in the world…from 
hunger, from homelessness, from all kinds of 
diseases. But the greatest suff ering is being 
lonely, feeling unloved, having no one. I have 
come more and more to realize that it is being 
unwanted that is the worst disease that any 
human being can ever experience.”—Mother 
Th eresa   

 Mother Th eresa’s statement comes as no surprise 
to most observers of human nature, trained and 
untrained alike. Experience suggests that the 
pain of being socially estranged can be just as 
(if not more) distressing as the pain of hunger 
or the pain of cold. In fact, the “need to belong” 
has been identifi ed by social psychologists as 
a fundamental human motivation that, when 
unsatisfi ed, leads to a variety of negative con-
sequences, such as poor health and compro-
mised well-being (Baumeister & Leary,   1995  ). 
However, is the pain that results from feeling 
unloved or unwanted the same kind of pain 
as that which results from feeling cold or hun-
gry, or is Mother Th eresa being metaphorical 
when she describes a lack of social connection 
as being “painful?” Can a lack of social connec-
tion actually lead to real pain experience, in the 
same manner that a lack of other basic needs can 
lead to pain experience? In the present chapter, I 
suggest, like others have previously (Baumeister 
& Leary,   1995  ), that the need for social connec-
tion is a fundamental need and that like other 
basic needs, a lack of social connection can feel 
“painful,” an experience that has been termed 

“social pain” (Eisenberger & Lieberman,   2004  , 
  2005  ; MacDonald & Leary,   2005  ). 

 Th e notion that a lack of social connec-
tion can lead to painful experience is not new. 
Rather, it is based on the hypothesis that over 
the course of mammalian evolution, the social 
attachment system, responsible for maintain-
ing social connection, may have piggybacked 
directly onto the physical pain system, bor-
rowing the pain signal to signify and thus pre-
vent the danger of social separation (Panksepp, 
  1998  ). Because most mammals are born rela-
tively immature without the capacity to feed 
or fend for themselves, it is necessary for mam-
malian infants to maintain close social con-
tact with a caregiver to acquire the appropriate 
nourishment and protection. An overlap in the 
neural systems that support physical and social 
pain experience may have proved invaluable in 
this endeavor. To the extent that being sepa-
rated from a caregiver threatens the survival 
of the infant, feeling “hurt” by separation from 
a caregiver may be an adaptive way to prevent 
future separation. 

 A review of the literature supports this 
hypothesized physical–social pain overlap 
and suggests that physical and social pain 
may share more than just metaphorical sim-
ilarity. Observational, pharmacological, and 
neuropsychological evidence together suggest 
that physical and social pain processes share 
similar experiential, behavioral, and neural 
underpinnings. 

                    CHAPTER 16 
Social Pain:     Experiential, Neurocognitive, and 
Genetic Correlates      

   Naomi I.     Eisenberger        
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In addition, an experimental study has shown 
that compared to unsupported individuals, 
individuals who received social support from 
either a friend or stranger reported experienc-
ing less pain during a cold pressor task, a task 
in which the participant’s arm is submerged in 
ice water (Brown, Sheffi  eld, Leary, & Robinson, 
  2003  ). 

 Finally, neuropsychological and neuroim-
aging research suggests that some of the same 
neural structures may underlie both physical 
and social pain. For example, the dorsal por-
tion of the anterior cingulate cortex (dACC) is 
one neural region that seems to be involved in 
both forms of pain.   1    With regard to physical 
pain, the dACC is associated with the  aff ec-
tive  as opposed to the  sensory  component of 
pain. For example, following cingulotomy for 
chronic pain, a procedure in which a portion 
of the dACC is removed, patients report still 
being able to feel the intensity of pain but report 
that the pain no longer bothers them (Foltz & 
White,   1968  ), highlighting the role that this 
structure plays in registering the distressing, 
rather than the purely sensory, component of 
the pain experience. In line with this, several 
neuroimaging studies have shown that dACC 
activity correlates with perceived pain unpleas-
antness, whereas primary somatosensory cortex 
activity correlates with perceived pain intensity 
from cutaneous stimulation (Peyron, Laurent, 
& Garcia-Larrea,   2000  ; Ploghaus, et al.,   1999  ; 
Rainville, Duncan, Price, Carrier, & Bushnell, 
  1997  , Sawamoto et al.,   2000  ). Th us, the dACC 
seems to be involved in the “distressing,” or 
what is sometimes referred to as the “suff ering,” 
component of painful experience. 

 Although human research has focused on 
the role of the dACC in physical pain processes, 
animal research highlights a role for the ACC in 
social pain processes, such as those involved in 
preventing social estrangement and promoting 

 Perhaps the most accessible source of 
data supporting a physical–social pain over-
lap comes from the English language. When 
individuals feel rejected or left  out, they oft en 
describe their feelings with physical pain words, 
complaining of “ hurt  feelings,” “ broken  hearts,” 
or “feeling  crushed .” In fact, the English lan-
guage has no direct synonym for these “hurt 
feelings,” suggesting that the only way that 
English speakers can describe these feelings 
of social estrangement are with physical pain 
words. Indeed, the use of physical pain words 
to describe episodes of social estrangement is 
common to many languages (MacDonald & 
Leary,   2005  ), highlighting a potentially univer-
sal phenomenon. 

 Pharmacological research also supports 
the notion that physical and social pain share 
common substrates by showing that certain 
drugs have similar eff ects on both types of pain. 
For example, opiate-based medications (such 
as morphine or codeine), which are thought 
of primarily as “painkillers,” also alleviate 
social pain (Herman & Panksepp,   1978  ; Kalin, 
Shelton, & Barksdale,   1988  ; Panksepp,   1998  ; 
Panksepp, Herman, Conner, Bishop, & Scott, 
  1978  ). Similarly, antidepressants, which are typ-
ically prescribed to treat anxiety and depression 
(oft en related to social stressors) are also eff ec-
tive in alleviating physical pain (Nemoto et al., 
  2003  ; Shimodozono, Kamishita, Ogata, Tohgo, 
& Tanaka,   2002  ; Singh, Jain, & Kulkarni,   2001  ) 
and are now commonly prescribed to treat 
chronic pain conditions. 

 Research from health psychology supports 
a physical–social pain overlap as well, demon-
strating that changes in one type of pain experi-
ence correspond with changes in the other. For 
example, individuals with more social support 
(who should presumably experience less social 
pain) experience less cancer pain (Zaza and 
Baine,   2002  ), are less likely to suff er from chest 
pain following coronary artery bypass sur-
gery (King, Reis, Porter, & Norsen,   1993  ; Kulik 
and Mahler,   1989  ), report less labor pain, and 
are less likely to use epidural anesthesia dur-
ing childbirth (Chalmers, Wolman, Nikodem, 
Gulmezoglu, & Hofmeyer,   1995  ; Kennell, 
Klaus, McGrath, Robertson, & Hinkley,   1991  ). 

   1    Th e dACC has also been shown to play a role in 
more purely cognitive processes, such as “confl ict mon-
itoring,” when behavioral response tendencies or expec-
tations confl ict (Botvinick, Cohen, & Carter,   2004  ), or 
“error detection” (Brown & Braver,   2005  ). Th ese diff er-
ent roles will be discussed more fully at the end of the 
chapter.  
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and neural substrates. However, there are still 
questions that remain. First, although it seems 
clear from the preceding review that the dACC 
is involved in the distress of physical pain expe-
rience in humans as well as in separation distress 
in nonhuman mammals, it is not clear if the 
dACC is also involved in socially painful expe-
rience in humans. Moreover, although there is 
some suggestion that physical and social pain 
share similar computational substrates and thus 
similar sensitivities, the extent to which sensi-
tivity to social pain directly relates to sensitivity 
to physical pain has not been fully explored. 

 In the next section, I will review some of our 
own work that has examined these questions 
more closely. Two of these studies utilized func-
tional neuroimaging methodologies to examine 
whether the dACC is sensitive to:  (1)  the experi-
ence of social pain in humans (social exclusion; 
Eisenberger, Lieberman, & Williams,   2003  ) and 
 (2)  cues that predict social pain in humans 
(“disapproving facial expressions;” Burklund, 
Eisenberger, & Lieberman,   2007  ). A third study 
examined the extent to which sensitivity to one 
type of pain relates to sensitivity to the other, 
as well as whether activating one type of pain 
heightens sensitivity to the other (Eisenberger, 
Jarcho, Lieberman, & Naliboff ,   2006  ). 

 I will then highlight some of the extensions of 
this work by reviewing three studies that exam-
ined whether neural responses to social pain 
relate to and can help us understand real-world 
social phenomena. In other words, these studies 
utilized neural responses to social pain to help 
elucidate several unresolved questions regard-
ing specifi c socio-emotional processes. Th e 
fi rst study examined whether neural responses 
to experimental social rejection related to real-
world feelings in social interactions, such as 
how rejected or accepted individuals tended 
to feel on a daily basis or the extent to which 
these feelings impacted more global judg-
ments of social standing (Eisenberger, Gable, 
& Lieberman,   2007  ). Th e second study used 
neural sensitivity to social rejection, along with 
measures of social support and physiological 
stress reactivity, to better understand why social 
support is consistently related to reduced phys-
iological stress reactivity and positive health 

social connection. Specifi cally, in nonhuman 
mammals, the ACC has been shown to play a 
role in the production of “distress vocaliza-
tions,” a type of vocalization that is produced 
by infants upon separation from a caregiver. 
Distress vocalizations are considered to be the 
most primitive and basic mammalian vocali-
zation with the original purpose of maintain-
ing mother–infant contact (MacLean,   1985  ). 
Although it is impossible to determine whether 
these vocalizations are the product of painful 
or distressing experiences for the animal that is 
producing them, these vocalizations represent a 
behavioral indicator of sensitivity to social sep-
aration, which in humans may be a precursor 
for social pain experience. 

 To demonstrate the role that the ACC plays 
in distress vocalizations specifi cally, it has been 
shown that ablation of the ACC in squirrel mon-
keys leads to decreases in distress vocalizations 
but not other kinds of vocalizations (Hadland, 
Rushworth, Gaff an, & Passingham,   2003  ; 
MacLean & Newman,   1988  ), whereas electrical 
stimulation of the ACC in rhesus monkeys leads 
to the spontaneous production of distress vocal-
izations (Robinson,   1967  ; Smith,   1945  ). In addi-
tion, highlighting the specifi c role of the ACC 
rather than other neural regions in producing 
distress vocalizations, stimulation of the area 
corresponding to Broca’s area, an area known 
to be involved in speech production, elicits 
movement of the vocal chords but no distress 
vocalizations in monkeys and apes (Leyton & 
Sherrington,   1917  ; Ploog,   1981  ). Th us, distress 
vocalizations seem to be uniquely related to 
ACC activation and not to the activation of neu-
ral regions typically involved in speech produc-
tion. Finally, the cingulate gyrus (of which the 
ACC is a part) appears for the fi rst time, phy-
logenetically, in mammalian species (MacLean, 
  1985  ) and thus may play a role in certain behav-
iors that also appear for the fi rst time in mam-
mals, such as those aimed at maintaining close 
social contact by producing distress or distress-
related behaviors upon separation. 

 In sum, these lines of evidence support the 
notion that physical and social pain processes 
overlap by demonstrating that both types of 
pain rely on common experiential, behavioral, 
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exclusion episode, such that individuals who 
showed greater dACC activity in response to 
social rejection also reported feeling more dis-
tressed by the rejection episode. Participants 
also showed increased activity in the insula, 
a region known to be involved in processing 
visceral sensation (e.g., visceral pain) as well 
as negative aff ective states (Aziz, Schnitzler, 
& Enck,   2000  ; Cechetto & Saper,   1987  ; Lane, 
Reiman, Ahern, Schwartz, & Davidson,   1997  ; 
Phan, Wager, Taylor, & Liberzon,   2004  ; Philips 
et al., 1997); however, insular activity did not 
correlate signifi cantly with self-reported social 
distress in this study. 

 In addition, in response to social exclusion 
(vs. inclusion), participants showed increased 
activity in the right ventral prefrontal cortex 
(RVPFC), a region of the brain typically associ-
ated with regulating physical pain experience or 
negative aff ect (Hariri, Bookheimer, Mazziotta, 
  2000  ; Lieberman et al.,   2004  ; Lieberman, 
Eisenberger, Crockett, Tom, Pfeifer, & Way, 
  2007  ; Petrovic & Ingvar,   2002  ). Consistent with 
this region’s role in regulatory processes, greater 
activity in the RVPFC was associated with lower 
levels of self-reported social distress in response 
to the ball-tossing game, suggesting that this 
region may also be involved in regulating the 
distress of being socially excluded. Finally, we 
found that the dACC was a signifi cant mediator 
of the RVPFC–distress relationship, such that 
RVPFC may be related to lower levels of social 
distress by downregulating the activity of the 
dACC. 

 Th us, neural responses to an episode of social 
exclusion recruited some of the same neural 
regions that are involved in the distress (dACC) 
and regulation (RVPFC) of physical pain expe-
rience. In fact, when comparing the neural acti-
vations in this study of social pain with those 
from a study of physical pain in patients with 
irritable bowel syndrome (Lieberman et al., 
  2004  ), very similar regions of activation in the 
dACC and RVPFC are observed ( see  Fig.   16–1  ; 
the left  panel displays  social  pain, the right 
panel displays  physical  pain). Moreover, these 
two studies also demonstrate similar patterns 
of correlations between neural activity and pain 
distress, such that in both cases, greater dACC 

outcomes (Eisenberger, Taylor, Gable, Hilmert, 
& Lieberman,   2007  ). Th e fi nal study used neu-
ral sensitivity to social rejection to help under-
stand the possible socio-emotional mechanisms 
that linked a specifi c genetic polymorphism to 
aggressive or antisocial behavior (Eisenberger, 
Way, Taylor, Welch, & Lieberman,   2007  ). 
Following this, I identify some of the questions 
that remain for understanding the neural cor-
relates of social pain experience. I also highlight 
some key areas that will be critical for future 
research on social pain. 

     INVESTIGATING THE PHYSICAL–SOCIAL 
PAIN OVERLAP IN HUMANS   

    The “Pain” of Social Exclusion   

 Based on the involvement of the dACC in phys-
ical pain distress in humans and in separation 
distress in nonhuman mammals, we inves-
tigated whether this neural region was also 
involved in the distress associated with social 
exclusion in humans. At the time that this study 
was conducted, no work had investigated the 
neural correlates associated with socially pain-
ful experience in human subjects. 

 In this study (Eisenberger, Lieberman, & 
Williams,   2003  ), participants were led to believe 
that they would be playing a virtual ball-tossing 
game called “Cyberball” (Williams, Cheung, 
& Choi,   2000  ) with two other players over the 
Internet while in the fMRI scanner. During one 
scan, participants played with the two computer 
players for the entire duration of the game. In 
a subsequent scan, participants were excluded 
from the ball-tossing game partway through the 
game when the two computer players stopped 
throwing the ball to them. 

 Upon being excluded from the game, com-
pared to when being included, participants 
reported feeling signifi cant levels of social dis-
tress (e.g., “I felt rejected,” “I felt invisible”) and 
showed increased activity in a region of the 
dACC, very similar to the region of the dACC 
associated with the unpleasantness of physi-
cal pain experience. Moreover, the magnitude 
of dACC activity correlated signifi cantly with 
self-reports of social distress felt during the 
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neural regions, including the dACC, when 
thinking about their relationship compared to 
when thinking about another individual (Najib, 
Lorberbaum, Kose, Bohning, & George,   2004  ). 
However, there were many neural regions acti-
vated in response to thinking about the former 
partner, and thus it is diffi  cult to clearly iden-
tify which neural activations were specifi cally 
related to feelings of social pain. Nonetheless, 
together these studies support the notion that 
various types of socially painful experience 
activate pain-related neural regions such as the 
dACC. 

     The Face of Rejection   

 Based on our neuroimaging study of social 
exclusion as well as other studies of socially 
painful experiences, there is increasing evi-
dence to suggest that the dACC is involved 
in the distressing experience associated with 
social pain experience in humans. Our next 
question was whether this neural region was 
also involved in responding to cues that sig-
naled the possibility of socially painful experi-
ence. To examine this question, we investigated 

activity is associated with greater reports of 
social pain or physical pain distress, whereas 
greater RVPFC activity is associated with lower 
reports of distress and less dACC activity. Th us, 
not only do physical and social pain recruit some 
of the same neural regions, but for both types of 
pain, these neural regions relate to painful or 
distressing experience in similar ways.   

 As further evidence that social pain processes 
recruit pain-related neural regions, additional 
work has shown that other types of socially 
painful experience, such as bereavement or 
relationship dissolution, can lead to dACC acti-
vation as well. In one study (Gundel, O’Connor, 
Littrell, Fort, & Lane,   2003  ), bereaved partici-
pants were scanned while viewing pictures of 
their deceased fi rst-degree relative or a stranger. 
In response to viewing pictures of the deceased, 
compared to pictures of a stranger, participants 
showed greater activity in regions of the dACC 
and insula. Similarly, in a study investigating 
the neural responses associated with grieving 
a romantic relationship, women whose roman-
tic relationship ended within the preceding 
4 months showed greater activity in several 
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   Fig. 16–1    Th e left  side of the panel displays the neural activity during social exclusion, compared to 
social inclusion, that correlates with self-reported social distress. (From Eisenberger NI, Lieberman 
MD, & Williams KD (  2003  ). Does rejection hurt? An fMRI study of social exclusion.  Science, 302 , 
290–292. Reprinted with permission from AAAS.). Th e right side of the panel displays the neural activ-
ity during painful visceral stimulation, compared to baseline, that correlates with self-reported pain 
experience. (From Lieberman, Jarcho, Berman, Naliboff , Suyenobu, Mandelkern, & Mayer,   2004  ).   
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activity, rather than more general limbic system 
activity, may be specifi cally responsive to these 
cues of rejection. 

 Th is increased dACC activity to disapprov-
ing facial expressions among rejection-sensitive 
individuals could result from several factors. 
First, it is possible that rejection-sensitive indi-
viduals are more likely to feel socially distressed 
while viewing disapproving facial expressions 
and thus exhibit increases in distress-related 
dACC activity. Alternatively, it is possible that 
the dACC activity observed here is not directly 
related to the experience of social distress but, 
rather, that it is related to detecting cues that pre-
dict social distress, which may be more salient for 
rejection-sensitive individuals. Future research 
will be needed to disentangle between these two 
alternatives. In addition, future research will be 
needed to better understand why dACC activity 
in response to disapproving faces was limited 
to those high in rejection sensitivity and was 
not seen for the sample as a whole. It is possible 
that there was no main eff ect for dACC activity 
because the stimuli were not interpreted as per-
sonally relevant, except for those high in rejec-
tion sensitivity. 

 We also found that when viewing disapprov-
ing facial expressions, individuals who scored 
lower in rejection sensitivity exhibited greater 
activity in the subgenual ACC (subACC), a neu-
ral region that has been shown to play a role in 
the extinction of conditioned fear responses in 
humans (Phelps, Delgado, Nearing, & LeDoux, 
  2004  ) as well as in signaling a less threaten-
ing interpretation of a negative stimulus (Kim, 
Somerville, Johnstone, Alexander, & Whalen, 
  2003  ). Th us, it is possible that those low in rejec-
tion sensitivity may have shown greater subACC 
activity to disapproving faces because they were 
better able to regulate their negative responses 
to these disapproving facial expressions or bet-
ter able to generate less threatening interpreta-
tions of these stimuli. 

 Finally, we found that neural activity in 
the subACC and dACC were negatively cor-
related with each other, such that individuals 
who showed greater activity in the subACC 
while viewing disapproving faces, compared to 
rest, also showed a corresponding reduction in 

whether the dACC was involved in responding 
to “disapproving” facial expressions, a facial 
display that signifi ed the possibility of social 
rejection (Burklund, Eisenberger, & Lieberman, 
  2007  ). Although many previous neuroimaging 
studies have investigated the neural responses 
associated with viewing specifi c emotional 
expressions (e.g., fear, anger, disgust), this is 
the fi rst to explore the neural responses associ-
ated with viewing a disapproving face. We also 
examined whether there were diff erences in 
neural sensitivity to disapproving faces based 
on an individual’s level of rejection sensitivity, 
an individual diff erence measure that should 
increase sensitivity to cues that signal social 
rejection (Downey & Feldman,   1996  ). 

 Participants were scanned while viewing a 
series of 3-second fi lm clips depicting individu-
als making diff erent emotional expressions. 
Participants viewed disapproving emotional 
expressions as well as angry and disgusted emo-
tional expressions for comparison. Although all 
of these facial expressions can signal a threat 
to social connection, the “disapproving” facial 
expression is the only expression that has no 
other meaning but a threat to social connection. 
Th us, although anger and disgust expressions 
typically indicate physical and contamination 
threats, respectively, disapproval does not have 
a nonsocial interpretation. 

 Similar patterns of neural activity were 
found in response to each of the three facial 
expression conditions; participants showed 
signifi cant activity in the amygdala and var-
ious regions of the PFC when viewing each of 
these emotional expressions compared to when 
viewing a neutral crosshair fi xation. However, 
when examining individual diff erences in rejec-
tion sensitivity, we found that individuals who 
scored higher in rejection sensitivity showed 
greater dACC activity while viewing the disap-
proving faces but not while viewing the anger 
or disgust faces, highlighting a specifi c role 
for the dACC in responding to disapproving 
faces among rejection-sensitive individuals. 
Moreover, rejection sensitivity correlated spe-
cifi cally with dACC activity to disapproving 
faces but not with other limbic system activity 
(e.g., amygdala, insula), suggesting that dACC 
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(a 10 on a scale from 0 [“no sensation”] to 20 
[“unbearable”]; Gracely, McGrath, & Dubner, 
  1978  ). Aft er this, participants completed one 
round of the Cyberball game in which they were 
either included, not included (couldn’t play with 
the two other players because of technical diffi  -
culties), or overtly excluded (stopped receiving 
the ball from the two virtual players midway 
through the game) in a between-subjects man-
ner. During the last 30 seconds of the Cyberball 
game, participants were exposed to three painful 
heat stimuli (at the temperature they reported to 
be “very unpleasant”) and were asked to rate the 
unpleasantness of each. Th ey were also asked to 
rate how rejected they felt during the Cyberball 
game (level of social distress). 

 Results demonstrated that individuals who 
were more sensitive to physical pain at base-
line (e.g., lower baseline pain thresholds) were 
also more distressed during social rejection 
(either non-inclusion or overt exclusion) but 
not during social inclusion, suggesting that 
individual sensitivity to one type of pain is 
related to sensitivity to the other. In addition, 
this relationship remained signifi cant aft er 
controlling for neuroticism, suggesting that 
this relationship cannot simply be explained 
by a general tendency to report higher levels 
of negative experience. In addition, we found 
that individuals who felt the most distressed 
by the social rejection episodes also reported 
the highest pain ratings in response to the 
heat stimuli that were delivered at the end of 
the rejection episodes. Note that these heat 
stimuli were calibrated based on each subject’s 
baseline pain threshold, and thus this result 
is independent of the previous one. Although 
this fi nding was correlational, it suggests that 
augmented sensitivity to one type of pain is 
related to augmented sensitivity to the other. 
Th is relationship remained aft er controlling 
for neuroticism as well. 

 It should be noted that these fi ndings are 
somewhat diff erent from those of another 
study that examined the eff ect of social exclu-
sion (using a diff erent manipulation) on phys-
ical pain sensitivity (DeWall & Baumeister, 
  2006  ). In this study, social exclusion was 
manipulated by telling participants that they 

dACC activity. Th ese results are similar to pre-
vious fi ndings showing an inverse relationship 
between subACC and amygdala activity when 
assessing the valence of certain stimuli (Kim 
et al.,   2003  ). In that study, to the extent that sur-
prised facial expressions were interpreted more 
positively, participants showed increased sub-
ACC activity and reduced amygdala activity; 
conversely, to the extent that surprised facial 
expressions were interpreted more negatively, 
participants showed reduced subACC activ-
ity and greater amygdala activity. In a similar 
manner, the present fi ndings may suggest that 
individuals who interpret the disapproving 
facial expressions more positively (i.e., those 
low in rejection sensitivity) show greater sub-
ACC and reduced dACC activity, whereas indi-
viduals who interpret the disapproving facial 
expressions more negatively (i.e., those high in 
rejection sensitivity) show reduced subACC and 
greater dACC activity. 

     Shared Sensitivities to Physical and 
Social Pain   

 Th e studies reviewed thus far have used neu-
roimaging techniques to examine whether 
social pain processes in humans rely on some of 
the same neural structures that are involved in 
physical pain processes in humans and separa-
tion distress behaviors in nonhuman mammals. 
To examine the physical–social pain overlap in 
a diff erent way, we conducted a behavioral study 
in which we used a measure of physical pain to 
investigate the extent to which people show sim-
ilar patterns of sensitivity to physical and social 
pain. Specifi cally, we investigated:  (1)  whether 
individuals who are more sensitive to physical 
pain are also more sensitive to social pain and 
 (2)  whether inducing social pain potentiates 
sensitivity to physical pain stimuli, as trigger-
ing one type of pain should activate the under-
lying neural system that supports both types of 
pain processes (Eisenberger, Jarcho, Lieberman, 
& Naliboff ,   2006  ). 

 Upon arriving in the lab, participants pro-
vided a baseline measure of sensitivity to heat 
pain by rating the temperature at which they 
perceived a painful heat stimulus delivered 
to their volar forearm to be very unpleasant 
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    Cyberball and the Real World   

 Several studies now support the notion that 
experiences of social exclusion in the scanner 
lead to dACC activity and that the magnitude 
of dACC activity is associated with the degree 
to which individuals feel rejected or excluded. 
What is less clear, however, is whether these 
scanner-based responses to social rejection 
relate to how individuals experience real-world 
social interactions. In other words, do individu-
als who show greater dACC reactivity to social 
rejection in the scanner also report feeling more 
socially rejected or estranged in their real-world 
social interactions? In addition, are individuals 
who show greater dACC reactivity to scanner-
based social rejection more likely to integrate 
their experiences of rejection into more negative 
global beliefs about themselves and their social 
worlds? Because it is not yet possible to directly 
assess whole-brain neural activity during natu-
ralistic, real-world social encounters, we inves-
tigated whether neural responses during an 
experimental episode of social rejection within 
the fMRI scanner correlated with real-world 
experiences during ongoing social interactions 
(Eisenberger, Gable, & Lieberman,   2007  ). 

 To examine whether neural activity to social 
rejection in the scanner related to moment-
to-moment feelings of social rejection in real-
world interactions, participants completed the 
Cyberball social exclusion task in the scanner 
(as done in a previous sample; Eisenberger 
et al.,   2003  ) and, at a separate point in time, 
completed a 10-day experience-sampling study 
in which they were randomly signaled at dif-
ferent times during the day and asked to report 
on their feelings of social distress in their most 
recent social interaction ( momentary social dis-
tress : e.g., “I felt accepted/rejected by my inter-
action partner”). 

 Results revealed that individuals who sho-
wed greater dACC activity to the Cyberball 
task in the scanner also reported feeling greater 
levels of momentary social distress during their 
real-world social interactions across the 10-day 
experience-sampling study. In addition, indi-
viduals who showed greater activity in response 
to social exclusion in the amygdala, a neural 

would be alone in the future. Participants in 
this “future alone” condition, compared to 
those who were given no feedback or who were 
told that they would have satisfying relation-
ships in the future, showed a reduced (rather 
than an increased) sensitivity to physical pain. 
Th ese diff erent fi ndings could result from the 
fact that the “future alone” manipulation may 
induce more depression-like aff ect, thus reduc-
ing pain sensitivity, whereas the Cyberball 
manipulation may induce more anxiety-like 
aff ect, making an increase in pain sensitivity 
more likely. Nonetheless, it is important to note 
that in both studies, sensitivity to physical pain 
still correlated directly with sensitivity to social 
pain. Th us, even among subjects in the “future 
alone” condition, those who showed the great-
est sensitivity to physical pain also showed the 
greatest sensitivity to social pain as indicated 
by higher levels of empathy toward a rejected 
target individual. In other words, although 
the exclusion manipulations (future alone vs. 
Cyberball) had diff erent eff ects on pain sen-
sitivity, in both studies, sensitivity to physical 
pain still remained positively correlated with 
sensitivity to social pain. 

 Th us, overall, physical and social pain share 
not only similar neural substrates but similar 
experiential sensitivities as well, such that indi-
vidual diff erences in sensitivity to physical pain 
experience covaried with individual diff erences 
in sensitivity to socially painful experience. 
Showing that social and physical pain expe-
rience track one another provides additional, 
behavioral evidence for the notion that physi-
cal and social pain share experiential, computa-
tional, and neural substrates. 

      CORRELATES OF NEURAL RESPONSES TO 
SOCIAL PAIN   

 Knowing that dACC responses to social rejec-
tion relate to feelings of social distress may help 
us to better understand the mechanisms under-
lying other phenomena that are likely to utilize 
this neural system. In the next section, I review 
three studies that utilized neural responses to 
social pain to help to better understand specifi c 
real-world social phenomena. 
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we were interested in the neural processes that 
occurred during an episode of social rejection 
that predict whether that experience will fi gure 
prominently into one’s later feelings about the 
whole day. 

 Here, activity in the dACC, amygdala, and 
PAG in response to experimental social rejection 
did  not  signifi cantly relate to the correspondence 
between momentary social distress and end-
of-day social disconnection; instead, activity 
in the left  hippocampus and medial prefrontal 
cortex (mPFC; Brodmann’s Area [BA] 10) did. 
Individuals who showed greater hippocampal 
and mPFC activity during an experimental epi-
sode of social rejection demonstrated a greater 
correspondence between momentary social dis-
tress and end-of-day social disconnection, such 
that individuals who felt more social distress 
during their social interactions reported feel-
ing more socially disconnected at the end of the 
day. Notably, the neural regions associated with 
this correspondence between momentary and 
retrospective reports are similar to those found 
in neuroimaging studies of memory encoding 
(Brewer, Zhao, Desmond, Glover, & Gabrieli, 
  1998  ; Wagner et al.,   1998  ) as well as self-refer-
ential or autobiographical memory encoding 
(Cabeza et al.,   2004  ; Macrae, Moran, Heatherton, 
Banfi eld, & Kelley,   2004  ). In these studies, indi-
viduals who demonstrated greater activity in the 
hippocampus when viewing presented stimuli 
or in the mPFC when viewing self-relevant stim-
uli were more likely to remember those stimuli 
in a subsequent memory test. In a similar fash-
ion, the present data suggest that social experi-
ences that are more deeply encoded when they 
occur may then be more easily retrieved when 
making global assessments of social disconnec-
tion in retrospective reports. 

 In sum, this study demonstrates that neural 
responses to an experimental episode of social 
rejection have meaningful real-world corre-
lates, such that those who showed the great-
est neural responses to social rejection in the 
scanner also reported feeling the most socially 
rejected in their real-world social interactions. 
In addition, these fi ndings point to a double 
dissociation in the neural systems underlying 
momentary and retrospective reports of social 

region involved in aff ective processing (Davis & 
Whalen,   2001  ), and in the periaqueductal gray 
(PAG), a neural region involved in pain process-
ing and attachment-related behaviors (Bandler 
& Shipley,   1994  ), also reported feeling greater 
levels of momentary social distress across this 
10-day period. Th is is a notable fi nding given 
that this neural activity was assessed during a 
brief episode of social rejection that is probably 
quite unlike what most individuals experience 
in their daily lives (presumably most real-world 
social interactions do not involve such overt 
social exclusion, at least in adults). However, the 
strong correlation between neural responses to 
scanner-based social rejection and self-reports 
of social distress during real-world interactions 
suggests a core sensitivity to experiences of social 
rejection, such that those who are the most sen-
sitive to an experimental episode of social rejec-
tion are also the most sensitive to these types of 
experiences in their everyday lives. 

 As a second goal of the study, we were also 
interested in whether neural activity to social 
rejection in the scanner related to the extent 
to which momentary social distress was inte-
grated into end-of-day global assessments of 
social disconnection. To examine this, par-
ticipants provided a global assessment of social 
disconnection ( end-of-day social disconnection : 
e.g., “Today, I generally felt accepted by others: 
strongly agree [1] to strongly disagree [7]”) at 
the end of each of the 10 days, and correlations 
were computed between momentary social 
distress and end-of-day social disconnection 
ratings across the 10-day period. Th is correla-
tion provided an index of the extent to which 
momentary social distress scores corresponded 
with and perhaps contributed to end-of-day 
social disconnection ratings. Th us, individu-
als with a large, positive correlation were more 
likely to feel socially disconnected at the end of 
the day if they felt a lot of social distress dur-
ing their moment-to-moment social interac-
tions during the day, whereas individuals with 
a small correlation were those who showed no 
clear relationship between momentary and end-
of-day reports. We then investigated how neural 
activity during social rejection in the scanner 
related to this correspondence measure. Th us, 
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appraisal or perception of potentially threat-
ening conditions such that they are no longer 
perceived as stressful. Th us, feeling supported 
and cared for may lead an individual to be less 
likely to appraise certain conditions as threat-
ening, preventing the onset of physiological 
stress reactivity. To the extent that social sup-
port downregulates threat-related reactiv-
ity, social support may be associated with less 
activity in limbic structures that are typically 
involved in responding to negative or threaten-
ing experiences, such as the amygdala, insula, 
or dACC. Th e second point at which social sup-
port may reduce physiological stress reactivity 
is aft er an event has been appraised as stressful 
but prior to the onset of prolonged physiolog-
ical stress responses. Th us, individuals with 
greater social support may be better able to 
cope with or regulate negative stressful expe-
riences, leading to reduced physiological stress 
responses through reappraisal or regulatory 
processes. To the extent that social support is 
important for regulating negative responses to 
stressors, social support may relate to increased 
activity in regions that are typically involved in 
regulating negative aff ect, such as VLPFC and 
mPFC (Ochsner & Gross, 2005). 

 To investigate the types of neural processes 
that underlie the stress-protective eff ects of 
social support, we investigated how daily levels 
of social support related to both neurocogni-
tive and cortisol reactivity to a social rejection 
stressor. To assess daily levels of social support, 
participants completed a signal-contingent 
daily experience-sampling task, in which they 
were loaned a PalmPilot device and, for 10 days, 
were signaled at random times during the day to 
report on the degree to which their most recent 
interaction partner was someone they perceived 
to be generally supportive. To assess neural reac-
tivity to social rejection, participants completed 
the Cyberball task within the fMRI scanner. To 
assess cortisol reactivity to a social stressor, all 
participants completed the Trier Social Stress 
Task (TSST; Kirschbaum et al., 1993), a task that 
requires participants to deliver an impromptu 
speech and perform mental arithmetic aloud 
in front of a nonresponsive, rejecting panel 
and, in a meta-analysis, has been shown to 

disconnection (Lieberman,   2007  ). Th e neu-
ral regions associated with momentary social 
distress (dACC, amygdala, PAG) were not 
signifi cantly associated with the correspon-
dence between momentary and end-of-day 
assessments of social disconnection, and the 
neural regions associated with the correspon-
dence between momentary and end-of-day 
social disconnection (mPFC, hippocampus) 
were not signifi cantly associated with momen-
tary social distress. Th ese fi ndings map nicely 
onto previous behavioral work demonstrating 
that moment-to-moment and retrospective 
reports of aff ect do not necessarily correspond 
(Fredrickson & Kahneman, 1993; Kahneman, 
Fredrickson, Schreiber, & Redelmeier,   1993  ; 
Redelmeier & Kahneman,   1996  ; Updegraff , 
Gable, & Taylor, 2004) and suggest that part 
of the reason for this may result from the fact 
that these processes rely on the computational 
substrates of two separate neural systems. 
Future studies that continue to examine the 
relationships between neural responses within 
the fMRI scanner and real-world experiences 
may provide important information regarding 
how individuals experience their social worlds 
and the neurocognitive processes that underlie 
these experiences. 

     dACC Mediates the Effect of Social 
Support on Health-Related Outcomes   

 Although animal and human research has con-
sistently demonstrated a relationship between 
a lack of social support and an increased risk 
of morbidity and mortality, the mechanisms 
underlying this relationship remain unknown 
and the neurocognitive mechanisms have been 
largely unexplored in humans. One hypothesis 
that has garnered some support is that social 
support reduces physiological stress reactivity 
(such as the release of cortisol, a neuroendo-
crine stress hormone) to threatening situations, 
which, over time, can have deleterious health 
consequences (Uchino et al., 1996). 

 Social support may modulate stress 
responses at two diff erent points in the chain 
of events that lead from potential stressors 
to physiological stress responses (Cohen & 
Wills, 1981). First, social support may alter the 
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behavior and behavioral disorders. Neuroimaging 
techniques have played an integral role in this 
endeavor by allowing for the investigation of the 
neurocognitive mechanisms that may under-
lie gene–behavior relationships. For example, 
individuals with the short form of the serotonin 
transporter promoter polymorphism (5LC6A4), 
who are at a greater risk for anxiety disorders, 
have been shown to have stronger amygdala 
responses to negative stimuli (Hariri et al.,   2002  ) 
and thus may be more dispositionally sensitive to 
fear-related stimuli. Th e implication of fi ndings 
such as these is that neuroimaging techniques 
can be used to better understand the cognitive 
mechanisms that underlie gene–behavior or 
gene–disorder relationships. 

 Along these lines, we recently investigated 
whether neural responses to social rejection 
could inform our understanding of why indi-
vidual diff erences in a gene that encodes mono-
amine oxidase-A (MAOA) relate to aggressive 
behavior (Eisenberger, Way, Taylor, Welch, & 
Lieberman,   2007  ). Previous work has dem-
onstrated a link between MAOA, an enzyme 
that degrades monoamines such as serotonin 
(Caspi et al.,   2002  ), and aggressive behavior. 
For example, MAOA-defi cient men from a sin-
gle Dutch kindred demonstrated elevated levels 
of impulsive aggression, arson, and attempted 
rape (Brunner, Nelen, Breakefi eld, Ropers, & 
van Oost,   1993  ). In addition, when exposed to 
early adversity, men with the low-expression 
allele (MAOA-L) of the 30-bp variable number 
tandem repeats polymorphism in the MAOA 
promoter (MAOA-uVNTR) were more likely 
to develop antisocial behavior than men with 
the high-expression allele (MAOA-H; Caspi et 
al.,   2002  ). Despite mounting evidence suggest-
ing a relationship between the MAOA-uVNTR 
and aggressive behavior, it is unclear how this 
genetic polymorphism predisposes individuals 
to aggressive behavior. 

 Th ere are many possible mechanisms sup-
porting this functional relationship between 
the MAOA polymorphism and aggressive beh-
avior. We examined two possibilities, each 
related to social pain sensitivity. One possibil-
ity is that MAOA-L individuals show  blunted  
socio-emotional sensitivity, making them less 

reliably elicit cortisol responses (Dickerson & 
Kemeny, 2004).   2    

 Results showed that individuals who inter-
acted regularly with supportive individuals 
across a 10-day period showed reduced activity 
in the dACC as well as reduced activity in BA 
8 in the dorsal superior frontal gyrus, a region 
previously associated with the distress of social 
separation (Rilling, Winslow, O’Brien, Gutman, 
Hoff man, & Kilts,   2001  ). Moreover, reduced activ-
ity in these neural regions was associated with 
reduced cortisol reactivity to a social stressor. In 
addition, we found that individual diff erences in 
dACC and BA 8 reactivity mediated the relation-
ship between high daily social support and low 
cortisol reactivity, such that supported individu-
als showed reduced neurocognitive reactivity to 
social stressors, which in turn was associated 
with reduced neuroendocrine stress responses. 
Th us, in the present study, social support related 
to reduced physiological stress reactivity by way 
of attenuated activity in neural regions that 
have previously been associated with distress-
ing experience (dACC, BA 8), rather than by 
way of increased activity in regions previously 
associated with eff ortful, controlled processing 
or with regulating negative aff ect (LPFC, mPFC; 
Ochsner & Gross, 2005). Understanding how 
neural activity relates to social support and phys-
iological stress reactivity thus helps to inform 
our understanding of the ways in which social 
support may relate to better health outcomes. 

     Using Neural Responses to Social Pain 
to Understand a Genetic Precursor to 
Aggression   

 In the past decade, there has been a surge of inter-
est in understanding the genetic precursors of 

   2    Although it would have been ideal to assess corti-
sol and neural responses simultaneously, the paradigm 
needed to produce cortisol responses was not amena-
ble to the fMRI scanner. Previous research has dem-
onstrated that the social-evaluative component of the 
TSST, the possibility that one could be evaluated and 
rejected, is critical for cortisol responses (Dickerson & 
Kemeny, 2004). Because of the diffi  culty in recreating an 
evaluative panel within the fMRI scanner, the Cyberball 
task, which has been shown to elicit feelings of rejection 
and is amenable to the fMRI scanner (Eisenberger et al., 
  2003  ), was used instead.  
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the MAOA–aggression link refl ects  heightened  
socio-emotional sensitivity, MAOA-L individ-
uals should report greater trait interpersonal 
hypersensitivity and show greater dACC activ-
ity to social rejection than MAOA-H individu-
als. In either case, MAOA-L individuals should 
report higher levels of trait aggression than 
MAOA-H individuals. 

 Consistent with previous work, we found that 
MAOA-L individuals did report higher levels 
of trait aggression than MAOA-H individuals. 
To examine the experiential or neurocognitive 
mediators of this gene–behavior link, we next 
investigated how the MAOA polymorphism 
related to trait interpersonal hypersensitivity 
and dACC activity to social rejection. Results 
indicated that MAOA-L individuals, compared 
to MAOA-H individuals, reported greater lev-
els of trait interpersonal hypersensitivity as well 
as greater dACC responses to social rejection 
( see  Fig.   16–2  ), suggesting that the relation-
ship between MAOA and trait aggression may 
result from heightened, rather than blunted, 
socio-emotional sensitivity. We also found 
that the relationship between the MAOA poly-
morphism and trait aggression was partially 
mediated by self-reported trait interpersonal 

concerned with the feelings of others, less 
empathic, and thus more likely to commit vio-
lent crimes because they care less about harm-
ing others or the repercussions of doing so. 
Another possibility is that MAOA-L individu-
als show  heightened  socio-emotional sensitivity, 
making them more sensitive to negative social 
experiences like social rejection and more likely 
to respond to these experiences with defensively 
aggressive behavior. Numerous studies have 
shown that social rejection can trigger aggres-
sive responses against the rejector (Crick & 
Dodge,   1996  ; Dodge et al.,   2003  ; Dodge & Pettit 
  2003  ; Twenge, Baumeister, Tice, & Stucke   2001  ; 
Twenge,   2005  ). 

 To investigate these possibilities, we 
examined how diff erent allelic variants in 
the MAOA polymorphism related to neural 
responses to the Cyberball game as well as 
to self-report measures of trait interpersonal 
hypersensitivity and trait aggression. To the 
extent that the MAOA–aggression link refl ects 
 blunted  socio-emotional sensitivity, MAOA-L 
individuals should report less trait interper-
sonal hypersensitivity and show less dACC 
activity to social rejection than MAOA-H 
individuals. Alternatively, to the extent that 
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   Fig. 16–2    dACC activity (8,30,36) that varies as a function of the MAOA polymorphism.  (A)  Activity 
in the dACC, during social exclusion vs. inclusion, that correlates with individual diff erences in the 
MAOA polymorphism (maximum activation at 8,30,36) and shows greater activity for MAOA-L, com-
pared to MAOA-H or MAOA-LH (females with one low expression and one high expression allele), 
individuals.  (B)  Scatterplot showing the relationship between the MAOA polymorphism and dACC 
(8,30,36) responses to social exclusion vs. inclusion.   
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 We have also shown that dACC activ-
ity during an experimental episode of social 
exclusion both relates to and helps us to 
understand real-world social experience and 
behavior. Th us, in one study, we demonstrated 
that neural responses to social rejection in 
the scanner corresponded strongly with 
the extent to which individuals felt socially 
rejected in their real-world social interactions 
(Eisenberger, Gable, & Lieberman,   2007  ). In a 
second study, we demonstrated that one way 
that social support relates to reduced phys-
iological stress reactivity is through attenu-
ated distress-related neural activity in regions 
like the dACC (Eisenberger, Taylor, Gable, 
Hilmert, & Lieberman,   2007  ). Finally, in a 
third study, we were able to use an assess-
ment of neural activity to social rejection 
to elucidate a link between the MAOA gene 
and aggressive behavior. Here, we found that 
MAOA-related aggression was more closely 
related to heightened, rather than reduced, 
sensitivity to negative social experience, as 
evidenced by increased interpersonal sensi-
tivity and increased dACC reactivity to social 
exclusion, among those with the low expres-
sion allele (Eisenberger, Way, Taylor, Welch, & 
Lieberman,   2007  ). Nonetheless, there are still 
unresolved issues regarding the role of the 
dACC in social pain processes and additional 
research that needs to be done. Th e fi nal sec-
tion of this review addresses one of the unre-
solved issues facing social pain research and 
highlights some key areas for future research. 

      UNRESOLVED ISSUES AND FUTURE 
DIRECTIONS IN SOCIAL PAIN RESEARCH   

    Relation of dACC Activity to Cognitive 
Processes   

 Finding such strong relationships between 
dACC activity and a negative socio-emotional 
experience like social rejection is somewhat 
at odds with previous cognitive neurosci-
ence research. Th e most popular conceptions 
of dACC function have focused on its role in 
specifi c cognitive processes. For example, one 
prominent view of dACC function emphasizes 

hypersensitivity as well as by dACC responses 
to social rejection.   

 Th ese fi ndings not only identify a possible 
genetic precursor to social pain sensitivity, but 
they also help to clarify some of the interven-
ing mechanisms that link MAOA with aggres-
sive behavior. Th us, instead of assuming that 
MAOA-related aggression results from psy-
chopathy or a lack of social concern, it seems 
instead that MAOA-related aggression may be 
more closely tied to a heightened sensitivity to 
negative social cues, like social rejection, which 
may then trigger defensively aggressive behav-
ior. Clarifying the underlying socio-emotional 
mechanisms that link MAOA to aggression 
is critical for both understanding the experi-
ence of individuals at risk for aggression and 
for identifying appropriate interventions for 
treating these aggressive behaviors. Moreover, 
identifying a genetic correlate of social pain 
sensitivity may aid not only in the identifi ca-
tion and treatment of aggressive disorders but 
in the identifi cation and treatment of other 
clinical disorders that relate closely to sensi-
tivity to social pain as well (e.g., social anxiety, 
depression). 

     Summary   

 Th e studies reviewed here have several implica-
tions. First, they provide additional support for 
the notion that social pain and physical pain 
share some of the same experiential and neu-
ral substrates. We have shown that social pain 
in humans activates some of the neural struc-
tures that are involved in physical pain process-
ing (Eisenberger et al.,   2003  ), that cues of social 
rejection activate these regions among those 
who are the most rejection-sensitive (Burklund 
et al.,   2007  ), and that sensitivity to physical pain 
is directly related to sensitivity to social pain 
(Eisenberger, Jarcho, Lieberman, & Naliboff , 
  2006  ). To the extent that these results point to 
common neural and behavioral mechanisms 
underlying physical and social pain, they sup-
port the notion that a lack of social connection 
can lead to pain experience and further the sug-
gestion that social connection is indeed a fun-
damental need (Baumeister & Leary,   1995  ). 
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or subgenual portion of the ACC (subACC) 
that should be more directly activated by social 
rejection. However, in a study that attempted to 
dissociate expectancy violation from rejection, 
there was little evidence for the subACC playing 
a role in rejection-related distress; rather, sub-
ACC showed greater activity to the extent that 
subjects were accepted (Somerville, Heatherton, 
& Kelley,   2006  ). 

 Needless to say, although the proposed role 
for the dACC in cognitive processes specifi -
cally has been quite infl uential, it is at odds with 
the work reported here, showing a relation-
ship between dACC activity and social pain, 
an experience that is undoubtedly aff ective in 
nature. Moreover, it is at odds with the work 
showing a relationship between dACC activ-
ity and physical pain distress (Price,   2000  ; 
Rainville,   2002  ; Rainville et al.,   1997  ), anxiety 
(Bystritsky, Pontillo, Powers, Sabb, Craske, 
& Bookheimer   2001  ; Kimbrell et al.,   1999  ; 
Nitschke, Sarinopoulos, Mackiewicz, Schaefer, 
& Davidson,   2006  ), and perceived stress (Wang 
et al.,   2005  ). As can be seen in Figure   16–3  , all 
of the activations reported in the present man-
uscript (related to social pain processes) fall 
within the dorsal, rather than the rostral-ven-
tral, subdivision of the ACC, suggesting that the 

its role in “confl ict monitoring,” in which the 
dACC monitors for confl icting response ten-
dencies or goal representations to alert execu-
tive resources to implement cognitive control 
(Botvinick, Braver, Barch, Carter, & Cohen, 
  2001  ; Botvinick, Cohen, & Carter,   2004  ; Carter, 
Braver, Barch, Botvinick, Cohen, & Noll,   1998  ; 
Carter et al.,   2000  ; MacDonald, Cohen, Stenger, 
& Carter,   2000  ). Th is view is also closely related 
to a hypothesis suggesting that the dACC plays 
a role in error detection, detecting discrepan-
cies between actual and intended events (Brown 
& Braver,   2005  ; Ito, Stuphorn, Brown, & Schall, 
  2003  ). Still, others have emphasized a role for 
the dACC in attentional processes more gen-
erally (Pardo, Pardo, Janer, & Raichle,   1990  ; 
Posner & Petersen,   1990  ). Moreover, a very 
infl uential review paper posited that the dorsal 
subdivision of the ACC is primarily involved 
in cognitive processes (i.e., confl ict monitor-
ing, attention-related processes), whereas the 
rostral-ventral subdivision of the ACC (rACC) 
is primarily involved in aff ective processes 
(Bush, Luu, & Posner,   2000  ). Indeed, this view 
has led some to suggest that the dACC activity 
seen in response to social exclusion during the 
Cyberball game may result from the fact that this 
exclusion is unexpected and that it is the ventral 
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   Fig. 16–3    A picture of the ACC adapted from Bush, Luu, & Posner (  2000  ), showing dorsal and rostral-
ventral subdivisions as well as how the neural responses reviewed in the present chapter map onto this 
fi gure.   
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well as in the phenomenological experience 
of distress (e.g., social pain experience) that is 
associated with bringing attention to the rele-
vant problem and recruiting resources to fi x or 
manage it. If the dACC functions more gener-
ally as a type of neural alarm system, it should 
be activated in response to the detection of sim-
ple discrepancies from desired standards (e.g., 
error detection), as suggested by research from 
cognitive neuroscience, and it should be acti-
vated in response to more complicated distress-
ing experience (e.g., social rejection) that may 
represent a discrepancy from a desired standard 
(e.g., being socially connected), as suggested 
by the research reported here. Future research 
will be needed to determine whether these two 
processes, discrepancy detection and distress-
ing experience, activate the same or diff erent 
regions of the dACC. 

     Future Directions   

 Although some progress has been made in 
understanding the neural correlates of social 
pain processes in humans, there are still many 
issues that warrant further investigation. First 
and foremost, a careful examination needs to 
be carried out to investigate the specifi c over-
lap in the neural structures underlying physical 
and social pain experience by examining both 
of these processes within the same individuals. 
Identifying the overlap in the neural regions 
that underlie physical and social pain experi-
ence would be important for more clearly iden-
tifying the similarities and diff erences between 
these two processes. Some complicating issues 
with this approach include identifying a phys-
ical pain paradigm that most closely resembles 
social pain experience, as some types of physical 
pain (e.g., visceral pain) may approximate social 
pain more closely than others (e.g., somatosen-
sory pain). 

 It will also be important to identify whether 
the neural responses to social exclusion are simi-
lar to or diff erent from neural responses to other 
socially painful experiences. Neural responses to 
the Cyberball game provide us with information 
about the neural correlates associated with feel-
ing rejected by individuals that one does not have 

dACC may be involved in aff ective processes as 
well.   

 As additional evidence supporting a role 
for the dACC in aff ective processes, numerous 
studies have shown that lesions to the dACC 
consistently result in reductions in distressing 
or anxious aff ective experience across many 
diff erent patient populations (Baer et al.,   1995  ; 
Ballantine, Bouckome, Th omas, & Giriunas, 
  1987  ; Ballantine, Cassidy, Flanagan, & Marino, 
  1967  ; Cohen, Paul, Zawacki, Moser, Sweet, & 
Wilkinson,   2001  ; Dougherty et al.,   2002  ; Foltz 
& White,   1968  ); however, the data are less 
consistent with regard to how dACC lesions 
infl uence cognitive processes such as confl ict 
monitoring. Across several studies that have 
examined Stroop performance (a task that 
assesses reaction times to trials containing con-
fl icting information) following cingulotomy or 
naturally occurring dACC lesions, some studies 
have found reductions in confl ict monitoring 
(as evidenced by reduced interference scores; 
Cohen, Kaplan, Moser, Jenkins, & Wilkinson, 
  1999  ; Cohen et al.,   1999  ), one found increases 
in confl ict monitoring (Ochsner et al.,   2001  ), 
and some have found no diff erences in confl ict 
monitoring (Fellows & Farah,   2005  ; Naccache 
et al.,   2005  ; Turken & Swick,   1999  ) compared to 
controls. Th us, although cingulate lesions seem 
to relate uniformly to reductions in distressing 
aff ective experience, their impact on cognitive 
processes, like confl ict monitoring, are still not 
well-understood. 

 Based on these additional data, it seems that 
this previous distinction between a “cognitive” 
and “aff ective” subdivision of the ACC needs to 
be revised and that the dominant focus on the 
role of the dACC in cognitive processes needs 
to be expanded. Rather than suggesting that 
the dACC is specifi cally involved in cognition 
or aff ect  per se , we have posited that the dACC 
may be involved in both more basic cognitive 
processes, such as confl ict monitoring or error 
detection, as well as in painful or distressing 
experience (Eisenberger & Lieberman,   2004  ). 
Th us, the dACC may function more generally as 
a “neural alarm system” that is involved in both 
detecting discrepancies from a desired standard 
(i.e., detecting threats to social connection) as 
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      CONCLUSIONS   

 Although we now know more about the neu-
ral correlates of social pain processes than we 
did 10 years ago, there is still much to learn. 
Regardless, it has been made clear across many 
diff erent areas of research that social connec-
tion is critical for survival and well-being. 
From the earliest studies of mother–infant 
separation in rhesus monkeys (Harlow,   1958  ; 
Harlow & Zimmerman,   1959  ), demonstrating 
the importance of the mother–infant bond 
for normal socio-emotional development, 
to our present-day studies of the neural cor-
relates of social pain, it is revealed over and 
over again that social relationships sustain, 
regulate, and promote physical, psychological, 
and emotional well-being. Although it can be 
debated as to whether a lack of social connec-
tion can truly engender pain experience, it is 
hard to argue with the notion that it “hurts” 
to be without the ones we love. Continuing to 
explore the neural substrates underlying our 
need for social connection may help us to bet-
ter understand why. 

       REFERENCES   

  Aziz, Q., Schnitzler, A., & Enck, P. (2000). 
Functional neuroimaging of visceral sensa-
tion.  Journal of Clinical Neurophysiology, 17 , 
604–612. 

 Baer, L., Rauch, S.L., Ballantine, T., et al. (1995). 
Cingulotomy for intractable obsessive-com-
pulsive disorder.  Archives of General Psychiatry, 
52 , 384–392. 

 Ballantine, H.T., Bouckoms, A.J., Th omas, E.K., & 
Giriunas, I.E. (1987). Treatment of psychiatric 
illness by stereotactic cingulotomy.  Biological 
Psychiatry, 22 , 807–819. 

 Ballantine, H.T., Cassidy, W.L, Flanagan, N.B., 
& Marino, R. (1967). Stereotaxic anterior cin-
gulotomy for neuropsychiatric illness and 
intractable pain.  Journal of Neurosurgery, 26 , 
488–495. 

 Bandler, R. & Shipley, M.T. (1994). Columnar orga-
nization in the midbrain periaqueductal gray: 
Modules for emotional expression?  Trends in 
Neurosciences, 17 , 379–389. 

 Baumeister, R.F. & Leary, M.R. (1995). Th e need 
to belong: Desire for interpersonal attachments 

a meaningful relationship with and presumably 
will not have future contact with. It is not yet 
clear if these are the same neural responses that 
would be seen with more self-relevant forms of 
socially painful experience. For example, do 
neural responses to experiences of discrimi-
nation look like neural responses to Cyberball 
or are discrimination-related neural patterns 
unique in some way? Are the neural correlates 
associated with the experience of bereavement 
the same as those involved in social rejection but 
more intense, or does bereavement activate dif-
ferent neural structures, based on specifi c pro-
cesses that are unique to the loss an attachment 
fi gure? Th ese questions are just beginning to be 
addressed (Gundel et al.,   2003  ; Najib et al., 2006) 
and remain important and timely questions for 
future investigation. 

 In addition, there are presumably many more 
neural structures involved in the experience of 
social pain that have yet to be identifi ed. For 
example, the insula is a neural structure that is 
involved in the processing of visceral sensation 
as well as negative aff ective experience (Aziz et 
al.,   2000  ; Cechetto & Saper,   1987  ; Lane et al., 
  1997  ; Phan et al.,   2004  ; Philips et al., 1997) and 
thus may play a role in social pain experience. 
Indeed, we found anterior insular activation in 
response to social exclusion in a previous study 
(Eisenberger et al.,   2003  ). Th e PAG is another 
neural region that may play a role in social pain 
processes, as it has been shown to be involved 
in pain processing and attachment-related 
behaviors (Bandler & Shipley,   1994  ; Dunckley 
et al., 2005). Consistent with this, we found 
that PAG activity during social exclusion cor-
related with real-world reports of social dis-
tress in daily social interactions (Eisenberger, 
Gable, & Lieberman,   2007  ). Finally, the RVPFC, 
although not the primary focus of this chapter, 
is typically involved in regulating the distress 
of physical pain or negative aff ective experi-
ence (Hariri et al.,   2000  ; Lieberman et al.,   2007  ; 
Lieberman et al.,   2004  ; Petrovic & Ingvar,   2002  ) 
and has been shown to play a role in regulating 
the distress of social pain as well (Eisenberger 
et al.,   2003  ). Future studies will be needed to 
more completely identify the neural correlates 
of social pain experience. 



SOCIAL PAIN 245

Strategic vs. evaluative functions of the ante-
rior cingulate cortex.  Proceedings of National 
Academy of Sciences, 97 , 1944–1948. 

 Caspi, A., McClay, J., Moffi  tt, T.E., et al. (2002). 
Role of genotype in the cycle of violence in 
maltreated children.  Science, 297 , 851–854. 

 Cechetto, D.F., & Saper, C.B. (1987). Evidence 
for a viscerotopic sensory representation in 
the cortex and thalamus in the rat.  Journal of 
Comparative Neurology, 262 , 27–45. 

 Chalmers, B., Wolman, W.L., Nikodem, V.C., 
Gulmezoglu, A.M., & Hofmeyer, G.J. (1995). 
Companionship in labour: Do the personality 
characteristics of labour supporters infl uence 
their eff ectiveness?  Curationis, 18 , 77–80. 

 Cohen, R.A., Kaplan, R.F., Moser, D.J., Jenkins, 
M.A., & Wilkinson, H. (1999). Impairments 
of attention aft er cingulotomy.  Neurology , 53, 
819–824. 

 Cohen, R.A., Kaplan, R.F., Zuff ante, P., et al. 
(1999). Alteration of intention and self-initi-
ated action associated with bilateral anterior 
cingulotomy.  Journal of Neuropsychiatry and 
Clinical Neuroscience, 11 , 444–453. 

 Cohen, R.A., Paul, R., Zawacki, T.M., Moser, D.J., 
Sweet, L., & Wilkinson, H. (2001). Emotional 
and personality changes following cingulo-
tomy.  Emotion, 1 , 38–50. 

 Crick, N.R. & Dodge, K.A. (1996). Social informa-
tion-processing mechanisms on reactive and 
proactive aggression.  Child Development, 67 , 
993–1002. 

 Davis, M. & Whalen, P.J. (2001). Th e amygdala: 
Vigilance and emotion.  Molecular Psychiatry, 
6 , 13–34. 

 DeWall, C.N. & Baumeister, R.F. (2006). Alone 
but feeling no pain: Eff ects of social exclusion 
on physical pain tolerance and pain thresh-
old, aff ective forecasting, and interpersonal 
empathy.  Journal of Personality and Social 
Psychology, 91 , 1–15. 

 Dodge, K.A., Lansford, J.E., Salzer Burks, V., 
et al. (2003). Peer rejection and social infor-
mation-processing factors in the development 
of aggressive behavior problems in children. 
 Child Development, 74 , 374–393. 

 Dodge, K.A. & Pettit, G.S. (2003). A biopsychoso-
cial model of the development of chronic con-
duct problems in adolescence.  Developmental 
Psychology, 39 , 349–371. 

 Dougherty, D.D., Baer, L., Cosgrove, G.R., 
et al. (2002). Prospective long-term follow-up 
of 44 patients who received cingulotomy for 

as a fundamental human motivation. 
 Psychological Bulletin, 117 , 497–529. 

 Botvinick, M.M., Braver, T.S., Barch, D.M., Carter, 
C.S., & Cohen, J.D. (2001). Confl ict monitoring 
and cognitive control.  Psychological Review, 
108 , 624–652. 

 Botvinick, M.M., Cohen, J.D., & Carter, C.S. 
(2004). Confl ict monitoring and anterior cin-
gulate cortex: An update.  Trends in Cognitive 
Sciences, 8 , 539–546. 

 Brewer, J.B., Zhao, Z., Desmond, J.E., Glover, 
G.H., & Gabrieli, J.D. (1998). Making mem-
ories: Brain activity that predicts how well 
visual experience will be remembered.  Science, 
281 , 1185–1187. 

 Brown, J.W. & Braver, T.S. (2005). Learned predic-
tions of error likelihood in the anterior cingu-
late cortex.  Science, 307 , 1118–1121. 

 Brown, J.L., Sheffi  eld, D., Leary, M.R., & Robinson, 
M.E. (2003). Social support and experimental 
pain.  Psychosomatic Medicine, 65 , 276–283. 

 Brunner, H.G., Nelen, M., Breakefi eld, X.O., 
Ropers, H.H., & van Oost, B.A. (1993). 
Abnormal behavior associated with a point 
mutation in the structural gene for monoamine 
oxidase A.  Science, 262 , 578–580. 

 Burklund, L.J., Eisenberger, N.I., & Lieberman, 
M.D. (2007). Th e face of rejection: Rejection 
sensitivity moderates dorsal anterior cingu-
late activity to disapproving facial expressions. 
 Social Neuroscience, 2 , 238–253. 

 Bush, G., Luu, P., & Posner, M.I. (2000). Cognitive 
and emotional infl uences in anterior cingu-
late cortex.  Trends in Cognitive Sciences, 4 , 
215–222. 

 Bystritsky, A., Pontillo, D., Powers, M., Sabb, 
F.W., Craske, M.G., & Bookheimer, S.Y. (2001). 
Functional MRI changes during panic antici-
pation and imagery exposure.  Neuroreport, 12 , 
3953–3957. 

 Cabeza, R., Prince, S.E., Daselaar, S.M., et al. 
(2004). Brain activity during episodic retrieval 
of autobiographical and laboratory events: 
An fMRI study using a novel photo para-
digm.  Journal of Cognitive Neuroscience, 16 , 
1583–1594. 

 Carter, C.S., Braver, T.S., Barch, D.M., Botvinick, 
M.M., Cohen, J.D., & Noll, D. (1998). Anterior 
cingulate cortex, error detection, and the 
online monitoring of performance.  Science, 
280 , 747–749. 

 Carter, C.S., MacDonald, A.W., Botvinick, M.M., 
et al. (2000). Parsing executive processes: 



NAVIGATING SOCIAL LIFE246

 Gundel, H., O’Connor, M.F., Littrell, L., Fort, C., 
& Lane, R.D. (2003). Functional neuroanatomy 
of grief: An fMRI study.  American Journal of 
Psychiatry, 160 , 1946–1953. 

 Hadland, K.A., Rushworth, M.F.S., Gaff an, D., & 
Passingham, R.E. (2003). Th e eff ect of cingu-
late lesions on social behaviour and emotion. 
 Neuropsychologia, 41 , 919–931. 

 Hariri, A.R., Bookheimer, S.Y., & Mazziotta, J.C. 
(2000). Modulating emotional response: Eff ects 
of a neocortical network on the limbic system. 
 NeuroReport, 11 , 43–48. 

 Hariri, A.R., Mattay, V.S., Tessitore, A., et al. 
(2002). Serotonin transporter genetic varia-
tion and the response of the human amygdala. 
 Science, 297 , 400–403. 

 Harlow, H.F. (1958). Th e nature of love.  American 
Psychologist, 13 , 673–685. 

 Harlow, H.F. & Zimmermann, R.R. (1959). 
Aff ectional responses in the infant monkey. 
 Science, 130 , 421–432. 

 Herman, B.H., & Panksepp, J. (1978). Eff ects of 
morphine and naloxone on separation distress 
and approach attachment: Evidence for opiate 
mediation of social aff ect.  Pharmacology and 
Biochemical Behavior, 9 , 213–220. 

 Ito, S., Stuphorn, V., Brown, J.W., & Schall, J.D. 
(2003). Performance monitoring by the ante-
rior cingulate cortex during saccade counter-
manding.  Science, 302 , 120–122. 

 Kahneman, D., Fredrickson, B.L., Schreiber, 
C.A., & Redelmeier, D.A. (1993). When more 
pain is preferred to less: Adding a better end. 
 Psychological Science, 4 , 401–405. 

 Kalin, N.H., Shelton, S.E., & Barksdale, C.M. 
(1988). Opiate modulation of separation-in-
duced distress in non-human primates.  Brain 
Research, 440 , 285–292. 

 Kennell, J., Klaus, M., McGrath, S., Robertson, S., 
& Hinkley, C. (1991). Continuous emotional 
support during labor in US hospital: A ran-
domized control trial.  Journal of the American 
Medical Association, 265 , 2197–2201. 

 Kerns, J.G., Cohen, J.D., MacDonald, A.W., Cho, 
R.Y., Stenger, V.A., & Carter, C.S. (2004). 
Anterior cingulate confl ict monitoring and 
adjustments in control.  Science, 303 (5660), 
1023–1026. 

 Kim, H., Somerville, L.H., Johnstone, T., 
Alexander, A.L., & Whalen, P.J. (2003). Inverse 
amygdala and medial prefrontal cortex 
responses to surprised faces.  Neuroreport, 14 , 
2317–2322. 

treatment-refractory obsessive-compulsive 
disorder.  American Journal of Psychiatry, 159 , 
269–275. 

 Downey, G. & Feldman, S.I. (1996). Implications of 
rejection sensitivity for intimate relationships. 
 Journal of Personality & Social Psychology, 70 , 
1327–1343. 

 Eisenberger, N.I., Gable, S.L., & Lieberman, M.D. 
(2007). fMRI responses relate to diff erences 
in real-world social experience.  Emotion, 7 , 
745–754. 

 Eisenberger, N.I., Jarcho, J.M., Lieberman, M.D., 
& Naliboff , B.D. (2006). An experimental study 
of shared sensitivity to physical pain and social 
rejection.  Pain, 126 , 132–138. 

 Eisenberger, N.I. & Lieberman, M.D. (2004). Why 
rejection hurts: Th e neurocognitive overlap 
between physical and social pain.  Trends in 
Cognitive Sciences, 8 , 294–300. 

 Eisenberger, N.I. & Lieberman, M.D. (2005). Why 
it hurts to be left  out: Th e neurocognitive over-
lap between physical and social pain. In K.D. 
Williams, J.P. Forgas, & W. von Hippel (eds.), 
 Th e Social Outcast: Ostracism, Social Exclusion, 
Rejection, and Bullying  (pp. 109–127). New 
York: Cambridge University Press. 

 Eisenberger, N.I., Lieberman, M.D., & Williams, 
K.D. (2003). Does rejection hurt: An fMRI study 
of social exclusion.  Science, 302 , 290–292. 

 Eisenberger, N.I., Taylor, S.E., Gable, S.L., Hilmert, 
C.J., & Lieberman, M.D. (2007). Neural pathways 
link social support to attenuated neuroendocrine 
stress responses.  Neuroimage, 35 , 1601–1612. 

 Eisenberger, N.I., Way, B.M., Taylor, S.E., Welch, 
W.T., & Lieberman, M.D. (2007). Understanding 
genetic risk for aggression: Clues from the 
brain’s response to social exclusion.  Biological 
Psychiatry, 61 , 1100–1108. 

 Fellows, L.K. & Farah, M.J. (2005). Is anterior cin-
gulated cortex necessary for cognitive control? 
 Brain, 128 , 788–796. 

 Foltz, E.L. & White, L.E. (1968). Th e role of ros-
tral cingulotomy in “pain” relief.  International 
Journal of Neurology, 6 , 353–373. 

 Frederickson, B.L. & Kahneman, D. (1993). 
Duration neglect in retrospective evaluations 
of aff ective episodes.  Journal of Personality and 
Social Psychology, 65 , 45–55. 

 Gracely, R.H., McGrath, P., & Dubner, R. (1978). 
Validity and sensitivity of ratio scales of sen-
sory and aff ective verbal pain descriptors: 
Manipulation of aff ect by diazepam.  Pain, 5 , 
19–29. 



SOCIAL PAIN 247

 Naccache, L., Dehaene, S., Cohen, L., et al. (2005). 
Eff ortless control: Executive attention and con-
scious feeling of mental eff ort are dissociable. 
 Neuropsychologia, 43 , 1318–1328. 

 Najib, A., Lorberbaum, J.P., Kose, S., Bohning, 
D.E., & George, M.S. (2004). Regional brain 
activity in women grieving a romantic relation-
ship breakup.  American Journal of Psychiatry, 
161 , 2245–2256. 

 Nemoto, H., Toda, H., Nakajima, T., et al. (2003). 
Fluvoxamine modulates pain sensation and 
aff ective processing of pain in human brain. 
 Neuroreport, 14 , 791–797. 

 Nitschke, J.B., Sarinopoulos, I., Mackiewicz, 
K.L., Schaefer, H.S., & Davidson, R.J. (2006). 
Functional neuroanatomy of aversion and its 
anticipation.  Neuroimage, 29 , 106–116. 

 Ochsner, K.N., Kosslyn, S.M., Cosgrove, G.R., 
et al. (2001). Defi cits in visual cognition and 
attention following bilateral anterior cingulo-
tomy.  Neuropsychologia, 39 , 219–230. 

 Panksepp, J. (1998).  Aff ective Neuroscience.  New 
York: Oxford University Press. 

 Panksepp, J., Herman, B., Conner, R., Bishop, P., & 
Scott, J.P. (1978). Th e biology of social attach-
ments: Opiates alleviate separation distress. 
 Biological Psychiatry, 13 , 607–618. 

 Pardo, J.V., Pardo, P.J., Janer, K.W., & Raichle, M.E. 
(1990). Th e anterior cingulate cortex mediates 
processing selection in the Stroop attentional 
confl ict paradigm.  Proceedings of the National 
Academy of Sciences, 87 , 256–259. 

 Peyron, R., Laurent, B., & Garcia-Larrea, L. (2000). 
Functional imaging of brain responses to pain. 
A review and meta-analysis.  Neurophysiological 
Clinics, 30 , 263–288. 

 Petrovic, P. & Ingvar, M. (2002). Imaging cognitive 
modulation of pain processing.  Pain, 95 , 1–5. 

 Phan, K.L., Wager, T.D., Taylor, S.F., & Liberzon, 
I. (2004). Functional neuroimaging studies of 
human emotions.  CNS Spectrum, 9 , 258–266. 

 Phelps, E.A., Delgado, M.R., Nearing, K.I., & 
LeDoux, J.E. (2004). Extinction learning in 
humans: Role of the amygdala and vmPFC. 
 Neuron, 43 , 897–905. 

 Phillips, M.L., Young, A.W., Senior, C., et al. (1997). 
A specifi c neural substrate for perceiving facial 
expressions of disgust.  Nature, 389 , 495–498. 

 Ploghaus, A., Tracey, I., Gati, J.S., et al. (1999). 
Dissociating pain from its anticipation in the 
human brain.  Science, 284 , 1979–1981. 

 Ploog, D. (1981). Neurobiology of primate audio-
vocal behavior.  Brain Research, 3 , 35–61. 

 Kimbrell, T.A., George, M.S., Parekh, P.I., et al. 
(1999). Regional brain activity during tran-
sient self-induced anxiety and anger in healthy 
adults.  Biological Psychiatry, 46 , 454–465. 

 King, K.B., Reis, H.T., Porter, L.A., & Norsen, L.H. 
(1993). Social support and long-term recov-
ery from coronary artery surgery: Eff ects on 
patients and spouses.  Health Psychology, 12 , 
56–63. 

 Kulik, J.A. & Mahler, H.I. (1989). Social support 
and recovery from surgery.  Health Psychology, 
8 , 221–238. 

 Lane, R.D., Reiman, E.M. Ahern, G.L., Schwartz, 
G.E., & Davidson, R.J. (1997). Neuroanatomical 
correlates of happiness, sadness, and disgust. 
 American Journal of Psychiatry, 154 , 926–933. 

 Leyton, A.S.F. & Sherrington, C.S. (1917). 
Observations of the excitable cortex of the chim-
panzee, orangutan, and gorilla.  Quantitative 
Journal of Experimental Physiology, 11 , 
135–222. 

 Lieberman, M.D. (2007). Social cognitive neuro-
science: A review of core processes.  Annual 
Review of Psychology, 58 , 259–289. 

 Lieberman, M.D., Eisenberger, N.I., Crockett, 
M.J., Tom, S., & Pfeifer, J.H. (2007). Putting 
feelings into words: Aff ect labeling disrupts 
amygdala activity in response to aff ective stim-
uli.  Psychological Science, 18 , 421–428. 

 Lieberman, M.D., Jarcho, J.M., Berman, S., et 
al. (2004). Th e neural correlates of placebo 
eff ects: A disruption account.  Neuroimage, 22 , 
447–455. 

 MacDonald, A.W., Cohen, J.D., Stenger, V.A., & 
Carter, C.S. (2000). Dissociating the role of 
the dorsolateral prefrontal and anterior cingu-
late cortex in cognitive control.  Science, 288 , 
1835–1838. 

 MacDonald, G. & Leary, M.R. (2005). Why does 
social exclusion hurt? Th e relationship between 
social and physical pain.  Psychological Review, 
131 , 202–223. 

 MacLean, P.D. (1985). Brain evolution relating to 
family, play, and the separation call.  Archives of 
General Psychiatry, 42 , 405–417. 

 MacLean, P.D. & Newman, J.D. (1988). Role of 
midline frontolimbic cortex in production of 
the isolation call of squirrel monkeys.  Brain 
Research, 45 , 111–123. 

 Macrae, C.N., Moran, J.M., Heatherton, T.F., 
Banfi eld, J.F., & Kelley, W.M. (2004). Medial 
prefrontal activity predicts memory for self. 
 Cerebral Cortex, 14 , 647–654. 



NAVIGATING SOCIAL LIFE248

responses to electrical excitation.  Journal of 
Neurophysiology, 8 , 241–255. 

 Somerville, L.H., Heatherton, T.F., & Kelley, W.M. 
(2006). Anterior cingulated cortex responds 
diff erentially to expectancy violation and social 
rejection.  Nature Neuroscience, 9 , 1007–1008. 

 Turken, A.U. & Swick, D. (1999). Response selec-
tion in the human anterior cingulate cortex. 
 Nature Neuroscience, 2 , 920–924. 

 Twenge, J.M. (2005). When does social rejection lead 
to aggression? Th e infl uences of situations, nar-
cissism, emotion, and replenishing connections. 
In K.D. Williams, J.P. Forgas, & W. von Hippel 
(eds.),  Th e Social Outcast: Ostracism, Social 
Exclusion, Rejection, and Bullying  (pp. 201–212). 
New York: Cambridge University Press. 

 Twenge, J.M., Baumeister, R.F., Tice, D.M., & 
Stucke, T.S. (2001). If you can’t join them, beat 
them: eff ects of social exclusion on aggressive 
behavior.  Journal of Personality and Social 
Psychologoy, 81 , 1058–1069. 

 Updegraff , J.A., Gable, S.L., & Taylor, S.E. (2004). 
What makes experiences satisfying? Th e inter-
action of approach-avoidance motivations and 
emotions in well-being.  Journal of Personality 
and Social Psychology, 86 , 496–504. 

 Wagner, A.D., Schacter, D.L., Rotte, M., et al. 
(1998). Building memories: Remembering and 
forgetting of verbal experiences as predicted by 
brain activity.  Science, 281 , 1188–1191. 

 Wang, J., Rao, H., Wetmore, G.S., et al. (2005). 
Perfusion functional MRI reveals cere-
bral blood fl ow pattern under psychological 
stress.  Proceedings of the National Academy of 
Sciences, 102 , 17,804–17,809. 

 Ward, A.A. (1948). Th e cingular gyrus: Area 24. 
 Journal of Neurophysiology, 11 , 13–23. 

 Williams, K.D., Cheung, C.K.T., & Choi, W. (2000). 
Cyberostracism: Eff ects of being ignored over 
the Internet.  Journal of Personality and Social 
Psychology, 79 , 748–762. 

 Zaza, C. & Baine, N. (2002). Cancer pain and 
psychosocial factors: A critical review of 
the literature.  Journal of Pain and Symptom 
Management, 24 , 526–542.            

 Posner, M.I. & Petersen, S.E. (1990). Th e attention 
system of the human brain.  Annual Review of 
Neuroscience, 13 , 25–42. 

 Price, D.D. (2000). Psychological and neural 
mechanisms of the aff ective dimension of pain. 
 Science, 288 , 1769–1772. 

 Rainville, P. (2002). Brain mechanisms of pain 
aff ect and pain modulation.  Current Opinions 
in Neurobiology, 12 , 195–204. 

 Rainville, P., Duncan, G.H., Price, D.D., Carrier, 
B., & Bushnell, M.D. (1997). Pain aff ect encoded 
in human anterior cingulate but not somato-
sensory cortex.  Science, 277 , 968–971. 

 Redelmeier, D.A. & Kahneman, D. (1996). Patients 
memories of painful medial treatments: Real-
time and retrospective evaluations of two min-
imally invasive procedures.  Pain, 66 , 3–8. 

 Rilling, J.K., Winslow, J.T., O’Brien, D., Gutman, 
D.A., Hoff man, J.M., & Kilts, C.D. (2001). 
Neural correlates of maternal separation in 
rhesus monkeys.  Biological Psychiatry, 49 , 
146–157. 

 Robinson, B.W. (1967). Neurological aspects of 
evoked vocalizations. In S.A. Altmann (ed.), 
 Social Communication Among Primates  (pp. 
135–147). Chicago, IL: Th e University Press. 

 Sawamoto, N., Honda, M., Okada, T., et al. (2000). 
Expectation of pain enhances responses to non-
painful somatosensory stimulation in the ante-
rior cingulate cortex and parietal operculum/
posterior insula: An event-related functional 
magnetic resonance imaging study.  Journal of 
Neuroscience, 20 , 7438–7445. 

 Shimodozono, M., Kawahira, K., Kamishita, T., 
Ogata, A., Tohgo, S., & Tanaka, N. (2002). 
Reduction of central poststroke pain with 
the selective reuptake inhibitor fl uvoxamine. 
 International Journal of Neuroscience, 112 , 
1173–1181. 

 Singh, V.P., Jain, N.K., & Kulkarni, S.K. (2001). 
On the anitnociceptive eff ect of fl uoxetine, a 
selective serotonin reuptake inhibitor.  Brain 
Research, 915 , 218–226. 

 Smith, W. (1945). Th e functional signifi cance of 
the rostral cingular cortex as revealed by its 



249

  We thank Hanna Damasio for her assistance in 
the anatomical analyses of the neural lesions. 
Funding was provided by the National Institute 
of Aging Grant No. PO1 AG18911 and the John 
Templeton Foundation. Correspondence may 
be addressed to John T. Cacioppo, Center for 
Cognitive and Social Neuroscience, University 
of Chicago, 5848 S. University Avenue, Chicago, 
IL 60637, or Cacioppo@uchicago.edu.   

 People’s moods modulate social cognition, 
interpersonal interactions, and social relation-
ships. For example, negative moods can alter 
the perceived likelihood of occurrence for con-
sequences presented when forming impressions 
or attitudes (Wegener, Petty, & Klein,   1994  ), 
and negative moods can have adverse eff ects on 
interpersonal interactions (Hawkley, Preacher, 
& Cacioppo, 2007). When feelings of dysphoria 
extend beyond minutes and hours to weeks and 
months, the individual transitions from nega-
tive moods to depressive symptomatology, the 
consequences of which can be devastating. 

 Individuals with elevated depressive symp-
toms are at risk for a host of problems, including 
cardiovascular disease (e.g., Barefoot & Schroll, 
1996; Barth, Schumacher, & Herrmann-Lingen, 
2004; Carney & Sheps, 2004), functional 
impairments (Mehta, Yaff e, & Covinsky, 2002), 
diminished immunosurveillance (Hawkley, 
Bosch, Engeland, Marucha, & Cacioppo, 2007), 
higher health-care resource utilization (Wells 
et al., 1989; Wygaard & Albreksten, 1992), 
social disruptions (Cacioppo et al.,   2006  ), and 

feelings of social isolation (Cacioppo et al., 
  2006  ). Even treatments for depressive symp-
toms carry signifi cant risks. Selective seroto-
nin reuptake inhibitors (SSRIs) are a class of 
anti-depressant medications that help alleviate 
depressive symptoms in many individuals, but 
these drugs adversely aff ect osteoblasts (cells 
from bones), resulting in more brittle bones and 
increased risk of bone fractures and disabil-
ity in the elderly (Richards et al.,   2007  ). When 
totaled, the estimated annual economic cost of 
depressive symptomatology exceeds $43 bil-
lion (Greenberg, Stiglin, Finkelstein, & Berndt, 
1993). 

 Depressive symptomatology is surprisingly 
prevalent in industrialized countries. Analyses 
from the fi rst wave of the Health and Retirement 
Survey (HRS), a nationally representative lon-
gitudinal survey, indicated that approximately 
one-third of adults (33.6% of those ages 51–55 
years and 31.2% of those ages 56–61 years) 
reported moderate to high levels of depres-
sive symptoms (Steffi  ck, 2000, Table 22). Data 
from the second and third wave of the HRS and 
the fi rst two waves of the Assets and Health 
Dynamics Study of the Oldest Old, in which the 
Center for Epidemiologic Studies Depression 
Scale (CES-D; Radloff ,   1977  ) was used, indicated 
that from 14% to 19% responded that they “felt 
depressed,” 21% to 25% responded that “every-
thing was an eff ort,” and 17% to 23% responded 
that they “could not get going” (Steffi  ck, 2000, 
Table 9). Th ese data suggest that depressive 
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perspective alone. We also illustrate the com-
plementary nature of research using fMRI and 
lesion patients. 

     AGE-RELATED PSYCHOLOGICAL CHANGES   

 Cognitive declines are viewed generally as the 
consequence of an aging brain (e.g., McArdle 
et al., 2004), whereas the improved aff ect asso-
ciated with aging has been attributed to changes 
in motivation derived from diff erences in time 
perspective (e.g., Carstensen, Fung, & Charles, 
  2003  ). According to Carstensen’s socio-emo-
tional selective theory, people have a sense of 
their time left  in life, and perceived boundar-
ies on time leads to attention be directed to 
emotionally meaningful aspects of life. When 
time is perceived as abundant, an individual’s 
motivation and goals center on acquiring new 
information, expanding horizons, and pursu-
ing achievements. When time is perceived to be 
limited, positive emotional experience becomes 
the preeminent motivation, and the individual 
tunes attentional, cognitive, and social invest-
ments to enhance emotional closeness and posi-
tive aff ect. 

 Th ere is considerable evidence consistent 
with the predictions of socio-emotional selec-
tivity. In an illustrative study, Nolen-Hoeksema 
and Ahrens (  2002  ) investigated the levels of 
depressive symptoms in 25- to 35-year-old, 45- 
to 55-year-old, and 65- to 75-year-old adults. 
Th ese groups were selected to represent dif-
ferent life circumstances and social histories. 
Results indicated that as a group, the older 
adults reported the lowest levels of depressive 
symptomatology. 

 We recently examined the determinants of 
subjective well-being in our population-based 
study of 50- to 67-year-olds in the Chicago 
Health, Aging, and Social Relations Study 
(CHASRS; Cacioppo et al.,   2006  ). Consistent 
with prior research, our cross-sectional analy-
ses indicated that dispositional variables, such 
as emotional stability, relationship satisfaction, 
and self-esteem, were associated with subjective 
well-being. Cross-sectional analyses may pro-
vide useful information on dispositional char-
acteristics of happy people as well as risk factors; 

symptomatology has reached epidemic propor-
tions and plays a signifi cant role in social cog-
nition, interpersonal relationships, and social 
behavior in industrialized nations. Indeed, the 
Federal Interagency Forum on Aging Related 
Statistics (2004) uses depressive symptomatol-
ogy as an important indicator of general well-
being and health among adults. 

 With the aging of industrialized nations, 
concerns arose about a corresponding increase 
in depressive symptomatology and a com-
pounding of the health-care costs associated 
with an older population. It came as a surprise, 
then, when Carstensen and colleagues reported 
that at least until very late in life, healthy older 
adults reported  lower  levels of depressive symp-
tomatology and  higher  levels of subjective well-
being (e.g., Carstensen, Isaacowitz, & Charles, 
  1999  ). Th ese fi ndings were surprising not only 
because they went against social stereotypes 
of the misery of old age, but because cognitive 
declines were also evident in older adults (e.g., 
Petersen, Doody, Kurz et al.,   2001  ). Age-related 
changes in cognition include a reduction in pro-
cessing speed, episodic memory, and executive 
functioning, including problem solving and 
inhibitory control (e.g., Hasher & Zacks,   1988  ; 
Salthouse,   2001  ; Stern & Carstensen,   2000  ; von 
Hippel & Dunlop,   2005  ). Moreover, 5% of the 
United States population ages 65 to 69 years 
shows moderate or severe memory impairment, 
and 32% of those 85 years and older show mod-
erate or severe memory impairment (Federal 
Interagency Forum on Aging-Related Statistics, 
2004). 

 Carstensen et al.’s (  1999  ) important work has 
led to eff orts to determine the underlying cause 
of the age-related decline in depressive feelings 
in the hopes of improving treatments for depres-
sive symptomatology across the age range. Early 
work focused on the temporal perspective and 
self-regulatory strategies that characterize 
healthy older adults, but attention to age-related 
changes in brain function provide an alterna-
tive explanation for these fi ndings. Our goal in 
this chapter is to contrast these two perspectives 
to examine how a neuroscientifi c approach to a 
social problem can produce insights that would 
not be discernible from a social or behavioral 
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which weighting negative feedback is essential 
(e.g., gambling). 

 Th e neuroscientifi cally inspired ABM diff ers 
from socio-emotional selectivity theory in sev-
eral respects. Socio-emotional theory posits that 
the greater priority placed on emotional goals 
by older adults leads them to choose to attend 
to and allocate cognitive resources toward posi-
tive, rather than negative, stimuli (e.g., people, 
events) as a means of mood regulation and 
maintaining emotional closeness. According 
to the ABM, age-related changes in brain func-
tion include impairments in amygdala func-
tion, which results in reductions in emotional 
impact of negative, but not positive, stimuli. 
Both models predict that amygdala activation 
will be comparable to positive stimuli in young 
adults and will be smaller to negative than to 
positive stimuli in older adults. However, socio-
emotional selectivity theory predicts that these 
amygdala changes are the consequence of the 
reduced attention to and cognitive emphasis on 
negative information in older adults that comes 
from their increased focus on emotional goals 
and emotional regulatory strategies (Carstensen 
et al.,   2003  ). ABM predicts that these amygdala 
changes are the cause of the reduced impact of 
negative stimuli and, consequently, diminished 
depressive symptomatology and improved sub-
jective well-being. 

 Imaging research has confi rmed the pat-
tern of amygdala activation predicted by socio-
emotional selectivity theory and by the ABM. 
Mather et al. (  2004  ) used event-related fMRI in 
a study of 17 healthy young adults (ages 18–29 
years) and 17 older healthy adults (ages 70–90 
years). Th e participants viewed 192 randomly 
ordered negative, neutral, and positive pictures 
from the International Aff ective Picture System 
(Lang, Bradley, & Cuthbert,   1999  ) in addition 
to 64 fi xation trials (a large cross on the center 
for the screen). Each of these 256 stimuli were 
presented for 3 seconds, and aft er each the par-
ticipants rated “how excited or calm you feel 
when you view each picture” using a scale from 
1 to 4, with 1 labeled “completely relaxed, calm, 
sluggish, dull, sleepy, unaroused” and 4 labeled 
“stimulated, excited, frenzied, jittery, wide-
awake, aroused.” For older adults, the average 

longitudinal analyses are more useful to investi-
gate likely causal infl uences. Longitudinal anal-
yses of data from the fi rst 3 years of CHASRS 
revealed an eff ect of age on changes in subjec-
tive well-being, as predicted by socio-emotional 
selectivity theory. 

 Given the replicability of age-related dec-
reases in depressive symptomatology and inc-
reases in subjective well-being, investigations 
have turned from determining the associa-
tion to explicating the underlying mechanism. 
Socio-emotional selectivity theory predicts that 
older adults will self-regulate their own aff ective 
states by choosing to attend to and think more 
about positive, in contrast to negative, stimuli 
and events in their daily lives. Consistent with 
this hypothesis, Carstensen and colleagues 
(Charles, Mather, & Carstensen,   2003  ) demon-
strated that age-related decrements in memory 
performance are greater for negative than pos-
itive stimuli. Recall and recognition memory 
for positive, neutral, and negative pictures were 
measured in young (ages 18–29 years), middle-
aged (ages 41–53 years), and older adults (ages 
76–80 years). Results confi rmed that young 
adults recalled comparable numbers of posi-
tive and negative stimuli, whereas middle-aged 
and older adults recalled more positive than 
negative. 

 However, an alternative to socio-emotional 
selectivity theory is suggested by the work on 
age-related changes in adrenergic and amyg-
dala functioning. According to an aging-brain 
model (ABM):  (1)  the amygdala activation in 
response to negative stimuli decreases with age 
whereas amygdala activation to positive stim-
uli is maintained across age;  (2)  the decreased 
amygdala activation is associated with the dim-
inution in emotional arousal to negative stim-
uli; and  (3)  the diminution of emotional arousal 
to negative stimuli that is associated with aging 
correspondingly reduces the memorial advan-
tage conferred to emotionally arousing events 
and elevates subjective well-being. According 
to the ABM, these changes carry an additional 
cost: the maintenance of felt arousal to positive 
emotional outcomes and the diminution of felt 
arousal to negative emotional outcomes can 
also impair decision making in situations in 
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changes in amygdala function observed in the 
literature:  (1)  are the consequence of changes in 
the perceived time left  in life, which motivates 
changes in the attention to and cognitive opera-
tions on positive and negative information (the 
socio-emotional selectivity process-hypothe-
sis), or  (2)  lessen the emotional arousal elicited 
specifi cally by negative stimuli, which, in turn, 
produces an eff ective landscape in which posi-
tive and negative stimuli are recognized as such 
but in which positive stimuli are associated with 
greater emotional arousal (and greater memo-
rial and general aff ective impact) than neg-
ative stimuli (the ABM process-hypothesis). 
One of the fundamental tenets of the ABM is 
that patients with amygdala/anterior temporal 
lesions, even young patients with such lesions, 
will be selectively impaired in the arousal 
response to negative stimuli. Th is, of course, 
is because amygdala function is seen as cause 
rather than consequence. Th e investigation of 
patients with selective lesions of the amygdala/
anterior temporal regions rather than fMRI 
studies of young and old adults permits the bet-
ter test of this hypothesis. 

     AMYGDALA LESIONS AND EMOTIONAL 
AROUSAL   

 To test the tenet that patients with amygdala/
anterior temporal lesions will be selectively 
impaired in the felt arousal elicited by negative 
stimuli, Berntson, Bechara, Damasio, Tranel, 
and Cacioppo (  2007  ) examined the separate 
valence and arousal aspects of evaluative judg-
ments in the context of a comprehensive evalu-
ative space model (Cacioppo & Berntson,   1994  ). 
Specifi cally, we compared the aff ective ratings 
(positivity, negativity, and arousal) of graded 
emotional picture stimuli (very positive, moder-
ately positive, neutral, moderately negative, and 
very negative; International Aff ective Picture 
Series [IAPS], Lang et al.,   1999  ) by six patients 
(four males and two females; ages 22–65 years, 
mean = 37.8) with amygdala/anterior temporal 
lesions to the ratings of a lesion control group 
(three males and three females; ages 33–61 years, 
mean = 51.2) with lesions sparing the amygdala 
and other areas that have been implicated in 

signal change in the amygdala was larger for 
positive than negative pictures, whereas for 
young adults the average signal change in the 
amygdala was comparably large to positive and 
negative pictures. Th at is, young adults showed 
amygdala activation to positive and negative 
pictures, whereas older adults showed amygdala 
activation only in response to the positive pic-
tures. Furthermore, Mather et al. (  2004  ) found 
that young and older adults rated the positive 
pictures as comparably emotionally arousing, 
but older adults rated the negative pictures as 
less arousing than did the young adults. 

 Th e results of Mather et al. (  2004  ) and 
Charles et al. (  2003  ) are consistent with 
Carstensen’s socio-emotional selectivity the-
ory wherein older adults prefer emotionally 
meaningful experiences, and this increased 
focus on emotional goals and emotional reg-
ulatory strategies leads to a reduced cognitive 
focus on negative information. Th eir results 
are also consistent with the ABM, wherein 
the reduced amygdala activation in older, 
compared to young, adults found in response 
to negative (but not positive) stimuli is an 
age-related change in brain function and is 
causal: the lower amygdala activation shown 
selectively to negative stimuli drains them of 
emotional arousal, which, as Cahill and col-
leagues (1994,   1995  ) have shown, eliminates 
the memorial advantage usually found for 
emotional stimuli. 

 Socio-emotional selectivity theory and ABM 
diff er in their predictions about attention to 
negative versus positive stimuli. Based on the 
former, Charles et al. (2003, Study 2) hypothe-
sized that “older adults, compared with youn-
ger adults, would spend less time viewing the 
negative images than positive images” (p. 319) 
in their work of aging and emotional memory. 
Contrary to socio-emotional selectivity theory 
and consistent with the ABM, however, Charles 
et al. (  2003  ) found that both young and old 
adults spent more time viewing negative than 
positive stimuli, and no diff erences between 
young and old adults were found in the time 
spent viewing negative (or positive) images. 

 Th e extant data are all correlational in nature, 
and they do not address whether the age-related 
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emotional processes (e.g., ventromedial prefron-
tal cortex, insula/SSII; Berntson et al.,   2006  ). 
Results were also compared to a large set of nor-
mative data on these pictures (Lang, Bradley, & 
Cuthbert,   1999  ). Participants rated each of 48 
pictures on a fi ve-point bivariate scale of posi-
tivity and negativity, and a univalent scale of 
arousal. Pictures were matched on evaluative 
extremity from the mid (neutral)-point of the 
normative scale (12 very positive, 6 moderately 
positive, 12 neutral, 6 moderately negative, and 
12 very negative) and normative arousal ratings. 
Pictures were presented in random order on a 
computer monitor for 6 seconds. Participants 
were instructed to focus on the emotional con-
tent of the pictures and to rate them on positivity 
and negativity by moving a mouse pointer and 
clicking a location in a 5 (positivity, 0 = not at 
all, 4 = extremely) x 5 (negativity, 0 = not at all, 4 
= extremely) grid presented on the screen imme-
diately aft er termination of the slide (Cacioppo 
et al.,   2004  ). Immediately aft er responding, a 
second screen displayed a single-response con-
tinuum, and the participant was instructed to 
rate the arousability of the stimulus (0–4; 0 = 
not at all, 4 = extremely), again by the use of a 
mouse. Th ree seconds aft er completing the rat-
ings, the next slide was presented. In addition to 
the separate ratings of positivity, negativity, and 
arousal, a net valence rating was calculated as 
the positivity rating minus the negativity rating 
for each picture. 

 As illustrated Figure   17–1  , the amygdala/
anterior temporal group showed markedly 
reduced arousal ratings to negative emotional 
stimuli, despite ratings of neutral and positive 
stimuli that were highly similar to those of the 
clinical control group and to a normative adult 
sample (Lang et al.,   1999  ). An analysis of vari-
ance, with polynomial trends analysis, revealed 
a signifi cant eff ect of picture category (very pos-
itive, moderately positive, neutral, moderately 
negative, very negative) on arousal ratings, char-
acterized by a signifi cant overall quadratic trend 
across picture categories. Th e latter refl ects the 
minimal arousal to neutral stimuli and the pro-
gressively increasing arousal to either positive 
or negative stimuli, as has been reported previ-
ously. Th ere also emerged a signifi cant group x 
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   Fig. 17–1    Arousal and valence ratings. Mean 
(s.e.m.) arousal  (A)  and valence  (B)  ratings 
across stimulus categories, for patients with 
amygdala lesions (Amyg) compared to the 
clinical contrast group (Cnt) and normative 
control data (Norm). All groups eff ectively dis-
criminated the stimulus categories and applied 
valance ratings accordingly. All groups also 
displayed comparable arousal functions to pos-
itive stimuli, but the amygdala group showed 
diminished arousal selectively to the nega-
tive stimuli. (From Berntson, G. G., Bechara, 
A., Damasio, H., Tranel, D., & Cacioppo, J. T. 
[2007]. Amygdala contribution to selective 
dimensions of emotion.  Social, Cognitive, and 
Aff ective Neuroscience, 2 , 123–129.)   
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response to negative stimuli than to positive 
stimuli, whereas the reverse pattern was appar-
ent for the amygdala/anterior temporal group. 
An analysis of variance revealed a signifi cant 
group x picture-category (positive/negative) 
interaction on arousal ratings. Th is interaction 
was attributable to the similar arousal responses 
of the groups to positive stimuli, and the con-
siderably smaller responses of the amygdala/
anterior temporal group to negative stimuli.   

 Figure   17–2   also reveals diff erences in the 
arousal response of patients with bilateral and 
unilateral amygdala/anterior temporal lesions. 
Th e arousal response of the bilateral patients to 
negative stimuli were smaller than those of uni-
lateral participants, but even those with unilat-
eral lesions showed a substantial attenuation of 
arousal to negative stimuli. 

 Th e present fi ndings indicate that patients 
with amygdala/anterior temporal lesions are not 
impaired at recognizing and labeling negative 

picture-category interaction, characterized by 
a signifi cant diff erence between the groups in 
the linear trend component across picture cat-
egories. Th is refl ected the reduced arousal rat-
ings, selectively for the negative pictures, by the 
amygdala/anterior temporal group. In contrast 
to the clinical control group and the normative 
group, the amygdala/anterior temporal group 
displayed minimal arousal ratings to negative 
picture content.   

 An important question arises as to whether 
the diminished arousal to negative stimuli in 
the amygdala/anterior temporal group may be 
attributable to impaired recognition or discrim-
inative processing of the negative features of the 
pictures. As illustrated in Figure   17–1B  , however, 
the amygdala/anterior temporal group was able 
to categorize and label the negative picture con-
tent accurately, suggesting a fundamental dis-
sociation between the cognitive and aff ective 
processing of the stimuli in this group. Analysis 
of variance, with polynomial trends analysis, 
revealed the expected signifi cant eff ects of pic-
ture category on positivity ratings and negativity 
ratings, each being characterized by a signifi -
cant linear component (for positivity ratings and 
for negativity). Th ere were no signifi cant main 
eff ects or interactions for group on either positiv-
ity or negativity ratings, although for positivity 
ratings, an interaction on the linear component, 
refl ecting the somewhat higher slope of the pos-
itivity-rating function of the amygdala/anterior 
temporal group, approached signifi cance. 

 Two patients in the amygdala/anterior tem-
poral patients had a bilateral lesion, and four 
had unilateral lesions. Bilateral amygdala 
lesions have generally been found to yield larger 
eff ects than unilateral lesions, although uni-
lateral lesions have been reported to have sim-
ilar although attenuated eff ects (Glascher & 
Adolphs,   2003  ; LaBar et al.,   1995  ; Phelps et al., 
  1997  ) or, in some cases, even comparable eff ects 
to bilateral lesions (Buchanan et al.,   2004  ). We 
examined this issue in further analyses of the 
change in response (from neutral) to positive 
and to neutral stimuli in bilateral and unilateral 
patients. 

 As illustrated in Figure   17–2  , the lesion con-
trol group evidenced a somewhat greater arousal 
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   Fig. 17–2    Eff ects of bilateral and unilateral 
lesions. Heavy bars show overall mean (s.e.m.) 
of the change in arousal ratings to positive and 
negative stimuli, compared to neutral stimuli, 
for patients with amygdala damage and clinical 
contrast (Control) subjects. Lighter bars within 
the heavy bars of the Amygdala group illustrate 
eff ects of unilateral vs. bilateral lesions. (From 
Berntson, G. G., Bechara, A., Damasio, H., 
Tranel, D., & Cacioppo, J. T. [2007]. Amygdala 
contribution to selective dimensions of emotion. 
 Social, Cognitive, and Aff ective Neuroscience, 2 , 
123–129.)   
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arousal by the two elderly lesion patients. Th e 
arousal ratings from the elderly patients look 
similar to those obtained from the middle-aged 
patients with amygdala damage. Although pre-
liminary, these data, together with the investi-
gations using fMRI showing that the amygdala 
activation observed in young adults to negative 
or threatening stimuli are reduced or absent in 
older adults (e.g., Gunning-Dixon et al.,   2003  ), 
fi t the notion that age-related brain changes 
include reductions in amygdala function, which 
in turn leads to reduced emotional arousal spe-
cifi cally to negative stimuli and, consequently, 
to reduced emotional impact to and memory 
for negative events. If this is the case, reduced 
depressive symptomatology and improved sub-
jective well-being could easily be conceived to 
follow (Wood & Conway,   2006  ).   

 In sum, work on the aging brain suggests 
there is a shift  from the amygdala-hippocam-
pal system to the prefrontal cortex over time 
(Leigland, Schulz, & Janowsky,   2004  ). Th is shift  
may be more nuanced than previously thought, 
however, with diminished amygdala func-
tion more evident in response to negative than 
positive stimuli, and with consequences for 
aff ect, cognition, and social behavior that have 
more in common than previously appreciated. 
Preliminary evidence for this implication was 

as well as positive emotional content in pictures. 
Th ey are also capable of emotional arousal, as 
evidenced by typical arousal functions to posi-
tive emotional stimuli. In contrast, however, 
they display an attenuated arousal to negative 
emotional stimuli. Th ese results are consistent 
with previous reports of diminished arousal 
to negative stimuli in patients with amygdala 
lesions (Adolphs, Russell, & Tranel,   1999  ; 
Winston et al.,   2005  ) but extend these fi ndings 
by showing that this arousal defi cit does not 
arise from a cognitive/perceptual defi cit in rec-
ognizing and labeling graded negative picture 
content ( see also  Adolphs et al.,   1999  ). 

 Neither memory nor depressive symptom-
atology was measured in this preliminary study, 
but these data indicate that amygdala damage 
causes reduced emotional arousal specifi cally to 
negative stimuli. Given this eff ect, it is feasible 
that the memorial benefi t typically character-
istic of negative stimuli is diminished in indi-
viduals with amygdala damage, and relatedly 
the reduced emotional impact to and memory 
for negative events lessens depressive symptom-
atology and may impair decision making when 
consequences are negative. Th is hypothesis 
warrants further investigation. 

 We have further suggested that aging may be 
associated with a reduction in amygdala func-
tion, leaving older adults to evince cognitive and 
aff ective eff ects similar to those shown by mid-
dle-aged patients with amygdala damage. Th e 
patients with amygdala damage and the lesion 
controls whose data are shown in Figures   17–1   
and   17–2   were selected to be matched on gen-
der and age. In addition, Berntson et al. (  2007  ) 
identifi ed two patients older than age 80 years 
with damage that spared the amygdala/ante-
rior temporal region. Figure   17–3   presents the 
results for the arousal ratings. Th e fi ve catego-
ries of images along the  x -axis are very positive, 
moderately positive, neutral, moderately neg-
ative, and very negative, and their arousal rat-
ings are depicted along the ordinate. Th e dotted 
line represents the normative ratings obtained 
from undergraduates, the dashed line repre-
sents the mean ratings of emotional arousal 
by middle-aged lesion controls, and the solid 
line represents the mean ratings of emotional 
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   Fig. 17–3    Age and arousal ratings. Mean 
(s.e.m.) arousal ratings across stimulus catego-
ries, for two elderly patients with lesions sparing 
the amygdala and regions implicated in emotion 
(SS80) compared to the clinical contrast group 
(Cnt) and normative control data (Norm).   
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arousal elicited by negative but not neutral 
or positive stimuli. Reductions in emotional 
arousal are commonplace in aging, and we rea-
soned that both amygdala activation and the 
emotional arousal elicited by negative stimuli 
are lower in older adults than in young adults. 
In accord with prior work showing that emo-
tional arousal promotes memory for emotional 
events, we further reasoned that the reduction 
in the age-related changes in amygdala activa-
tion and emotional arousal to negative events 
is associated with poorer memory for these 
events, greater reductions in overall negative 
aff ect (i.e., improved subjective well-being), and 
impaired decisions in circumstances that require 
the consideration of negative information. Th e 
extant evidence is consistent with this analysis, 
but additional data are required to test related 
predictions of the ABM. 

 Whether or not this model proves to be cor-
rect is less important here than its origins in 
the neuroscience literature, its suggestion that 
what appear to be disparate eff ects in socio-
emotional processes may have a common 
underlying cause, its very diff erent explana-
tion from socio-emotional selectivity theory for 
age-related changes in subjective well being, its 
integration of data from multiple levels of orga-
nization (e.g., neurochemical, brain, aff ect, cog-
nition, and social behavior), its generativeness 
and falsifi ability, and its demonstration of the 
complementary roles played by lesion and imag-
ing research. Indeed, the value added by a social 
neuroscience perspective is that novel, testable 
hypotheses for complex social processes and 
behaviors are not only possible but natural. As 
a consequence, this perspective pulls together 
literatures, techniques, and investigators from 
scientifi c disciplines that were once thought to 
have nothing in common. 

 Th ese developments are no more a threat to 
traditional social psychological and social sci-
ence approaches than the proposed model is a 
threat to socio-emotional selectivity theory. Th e 
two models are incompatible in some respects 
(e.g., the role of the amygdala), but evidence 
for the ABM does not mean that socio-emo-
tional selectivity theory cannot also operate in 
some circumstances, and vice versa. Indeed, 

recently reported by Williams et al. (  2006  ) in 
the neurosciences. 

     CONCLUSION   

 Th ere have been tremendous advances in our 
understanding of the links between the mind, 
brain, and behavior over the past quarter cen-
tury, but people have generally been considered 
as isolated units in these analyses. People are 
inherently social creatures, however, and the 
tools are now available to determine the bio-
logical mechanisms underlying social cogni-
tion, emotion, and interpersonal interactions. 
Discovering the biological mechanisms under-
lying social and aff ective processes and behav-
ior is undoubtedly one of the major problems 
for the neurosciences to address in the twenty-
fi rst century. 

 An assumption underlying social neurosci-
ence is that all human social behavior is imple-
mented biologically. Th e generative power of 
social neuroscience comes in part from a focus 
on fundamental mechanisms and processes, 
such as age-related changes in brain function, 
and from the derivation of novel and testable 
predictions about common underlying mecha-
nisms for what appear to be disparate eff ects. 
We have attempted to illustrate these points in 
the current chapter. Age-related improvements 
in subjective well-being and age-related decre-
ments in cognitive functioning and decision 
making have been treated initially as separate 
eff ects. Th ese eff ects were discovered in dispa-
rate fi elds and continue to be regarded by many 
as unrelated changes associated with aging. 
Although we do not mean to suggest that all age-
related memory impairments, decision-making 
problems, and mood improvements derive from 
a single cause, age-related changes in amygdala 
functioning may contribute to each. Based on 
a developing model of the neural organization 
of evaluative processes and animal and human 
research on the contribution of specifi c neu-
ral substrates to valence judgments, we rea-
soned that the amygdala complex is important 
in aff ective processing of negatively valenced 
stimuli and specifi cally that amygdala damage 
is associated with the reduction of emotional 
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 Adolphs, R. (1999). Social cognition and the 
human brain.  Trends in Cognitive Sciences, 3 , 
469–479. 

 Adolphs, R., Gosselin, F., Buchanan, T. W., Tranel, 
D., Schyns, P., & Damasio, A. R. (2005). A 
mechanism for impaired fear recognition aft er 
amygdala damage.  Nature, 433 , 68–72. 
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 Basso, A., & Piantanelli, L. (2002). Infl uence of 
age on circadian rhythms of adrenoceptors in 
brain cortex, heart and submandibular glands 
of BALB/c mice: when circadian studies are 
not only useful but necessary.  Experimental 
Gerontology, 37 , 1441–1450. 
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Lee, G. P. (1999). Diff erent contributions of 
the human amygdala and ventromedial pre-
frontal cortex to decision-making.  Journal of 
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& Jhamandas, K. (2001). Cognitive eff ects of 
neurotoxic lesions of the nucleus basalis mag-
nocellularis in rats: diff erential roles for cor-
ticopetal versus amygdalopetal projections. 
 Neurotoxicity Research, 3 , 7–21. 

 Berntson, G. G., Bechara, A., Damasio, H., Tranel, 
D., & Cacioppo, J. T. (2006). Amygdala con-
tribution to selective dimensions of emotion. 
 Social, Cognitive, and Aff ective Neuroscience, 
2 , 123–129. 

 Berntson, G. G., Sarter, M., & Cacioppo, J. T. (1998). 
Anxiety and cardiovascular reactivity: the 
basal forebrain cholinergic link.  Behavioural 
Brain Research, 94 , 225–248. 

 Berntson, G. G., Sarter, M., & Cacioppo, J. T. 
(2003). Ascending visceral regulation of corti-
cal aff ective information processing.  European 
Journal of Neuroscience, 18 , 2103–2109. 

 Berntson, G. G., Shafi , R., & Sarter, M. (2002). 
Specifi c contributions of the basal forebrain 

Carstensen and Fredrikson (  1998  ) demon-
strated that the regulation of emotional states 
and the consequent improvements in aff ect are 
not limited to older adults; younger adults who 
are approaching the end of life show similar 
motivational adjustments. Th is result suggests 
both processes may contribute to improvements 
in subjective well-being later in life. 

 Finally, an assumption underlying social 
neuroscience is that all human social behavior 
is implemented biologically. It does not follow 
that the concepts of biology can by themselves 
directly describe or explain social behav-
ior or that “molecular” forms of representa-
tion provide the only or best level of analysis 
for understanding human behavior or men-
tal disorders. Scientifi c constructs developed 
by behavioral and social scientists provide a 
means of understanding highly complex activ-
ity without needing to specify each individual 
action by its simplest components, thereby 
providing an effi  cient approach to describing 
complex systems. More importantly, there 
are concepts essential to the description and 
understanding of social behavior that are not 
contained in biology. By analogy, chemists 
who work with the periodic table on a daily 
basis use recipes rather than the periodic table 
to cook, not because a particular food prepa-
ration cannot be coded by complex chemical 
expressions (Cacioppo et al.,   2000  ). However, 
effi  ciency of expression is not the only issue: 
the concepts defi ning fi ne cuisine are not part 
of the discipline of chemistry. Th e theoretical 
terms of the behavioral and social sciences are 
similarly valuable in relation to those of biol-
ogy but can be informed, complemented, and 
refi ned through integration with theories and 
methods from the neurosciences. 
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  “Eventually, as brain imaging is refi ned, the 
picture may become as clear and complete as 
those see-through exhibitions, at auto shows, of 
the inner workings of the internal combustion 
engine. At that point it may become obvious to 
everyone that all we are looking at is a piece of 
machinery, an analog chemical computer, that 
processes information from the environment. 
‘All,’ since you can look and look and you will 
not fi nd any ghostly self inside, or any mind, 
or any soul.”

—Tom Wolfe, “Sorry, But Your Soul Just Died” 
 Forbes,  1996   

 Most people are dualists (Bloom,   2004  ). 
Intuitively, we think of ourselves not as physical 
devices but as immaterial minds or souls housed 
in physical bodies. Most experimental psycholo-
gists and neuroscientists disagree, at least offi  -
cially. Th e modern science of mind proceeds on 
the assumption that the mind is simply what the 
brain does. We don’t talk much about this, how-
ever. We scientists take the mind’s physical basis 
for granted. And among the general public, it’s a 
touchy subject. So why bring it up? 

 We scientists, of course, have our own touchy 
subjects. One of them concerns the value of neu-
roscientifi c research in psychology. Many argue 
that neuroscience, and brain imaging in par-
ticular, is highly overrated (Uttal,   2003  ). Bloom 
(  2006  ) attributes the seductive power of neuro-
science to our intuitive dualism: “We intuitively 
think of ourselves as non-physical, and so it is 
a shock, and endlessly interesting, to see our 
brains at work in the act of thinking.” Bloom, 

like many experimental psychologists, wor-
ries that we are spending millions of dollars on 
fl ashy experiments that do little to expand our 
knowledge of the mind but that instead prompt 
us to contemplate our ontological navels. 

 I believe that our ontological navels are in des-
perate need of contemplation. On some level, we 
appreciate the urgency of this enterprise, which 
is why so many psychologists—psychologists 
who are ardent non-dualists—are fascinated by 
neuroscience. But the dominant conception of 
psychological research and its aims obliges us 
to regard our fascination as an irrelevant dis-
traction. We are forced into a kind of double-
think by which our deeper motivations are at 
odds with our offi  cial reasons for doing what 
we’re doing. Like all scientists, neuroscientists 
who study mental phenomena are uncovering 
details. And as scientists we are supposed to be 
able to say why it matters if the details turn out 
one way rather than another. But when we try 
to explain why neuroscientifi c details matter to 
psychology, our work oft en sounds like either 
an overpriced substitute for more traditional 
behavioral research or a plodding exercise in 
“brain mapping.” What, then, are we really try-
ing to do? And is it worth doing? 

 What we really want, I think, is to see the 
mind’s clockwork “as clear and complete as 
those see-through exhibitions at auto shows.” 
Th at’s not all we’re aft er, of course. We’d like 
to cure diseases and do other patently useful 
things. But the promise of useful applications 
is not what fascinates us. Our fascination is 
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 Our self-knowledge may be similarly frac-
tured. Offi  cially, we scientists already know (or 
think we know) that dualism is false and that 
we are simply complex biological machines. But 
insofar as we know this, we know this in a thin, 
intellectual way. We haven’t  seen  the absence of 
the soul. Rather, we have inferred its absence, 
based on the available evidence and our back-
ground assumptions about what makes one sci-
entifi c theory better than another. But to truly, 
deeply believe that we are machines, we must 
see the clockwork in action. We’ve all heard that 
the soul is dead. Now we want to see the body. 
Th is is what modern neuroscience promises to 
deliver, and it is no small thing. 

 One may argue that achieving a deeper 
understanding of ourselves is important in 
itself, on a par with understanding how the uni-
verse began and how life fi rst arose on Earth. 
But I wish to make a more practical argument 
for deeper self-knowledge. Like a handful of 
others (Bloom,   2005  ; Dawkins,   2006  ; Dennett, 
  2006  ; Harris,   2004  ), I believe that our intuitive 
dualism causes a lot of problems. And if any-
thing can talk us out of our dualist tendencies 
it is neuroscience—more specifi cally  social neu-
roscience . According to Wegner and Gilbert 
(  2000  ), social psychology has evolved from being 
a fairly circumscribed science of human social 
interaction into a sprawling science encompass-
ing all of human subjective experience. If that is 
right, then the mission of social neuroscience, 
as the off spring of social psychology and neuro-
science, is to understand all of human subjective 
experience in physical terms. Th e rise of social 
neuroscience is the demise of the soul. 

 My aim in this article is to consider the 
broader implications of social neuroscience, 
so conceived. Although I am an unabashed 
enthusiast, I agree with critics who say that 
there is a real danger of our wasting precious 
time and money on misguided research. Th e 
challenge, as I see it, is to achieve the kind of 
short-term incremental progress that journals 
and funding agencies demand, while honoring 
our broader, and all but unspoken, philosophi-
cal mission. Th e key, I think, is to make our 
task the  functional decomposition of the brain —
that is, breaking down complex psychological 

existential. We are hooked on the idea of under-
standing ourselves in transparently mechanical 
terms. But a strange feature of this impulse to 
see the mind’s clockwork is that, so far as this 
impulse is concerned, the clockwork’s details 
are almost irrelevant. We don’t care how it 
works, exactly. We just want to see it in action. 
Is that foolish? I don’t think so. On the contrary, 
when we think about how our minds work 
more generally, this bare yearning to perceive 
the mechanical details of our minds—whatever 
they happen to be—makes perfect sense. 

 Th ere are diff erent ways of knowing 
(Kahneman,   2003  ; Lieberman, Gaunt, Gilbert, 
& Trope,   2002  ). It’s one thing to know some-
thing intellectually, to believe it in a thin, 
abstract sort of way—to say "yes" when asked 
if it’s true and not be lying. It’s quite another 
thing to know something in a deep way, to have 
one’s knowledge woven into the fabric of one’s 
worldview, guiding one’s thoughts and actions 
implicitly. Take, for example, the events of 
September 11th. Most Americans were shocked 
that such a thing could happen. But why were 
people so surprised? Eight years earlier, Islamic 
terrorists attempted to destroy the very same 
buildings and nearly succeeded. Between 1993 
and 2001, every rational person “knew” that 
America was vulnerable to a large-scale terror-
ist attack. But it took September 11 th  to make 
people really  know . To take another gruesome 
example, consider the need people sometimes 
feel to see the body of someone who has died. 
Aft er reading the telegram, you may “know” 
that your long-lost brother is dead, but there is 
a kind of closure that comes only with seeing 
the body. Th e opposite happens at the movies. 
When the star-crossed lovers, locked in each 
others’ arms, tumble tragically into the lava pit, 
you “know” that it’s only a movie, but tell that 
to your thumping heart, your tearing eyes, and 
the parts of your brain that control them. All of 
this makes perfect evolutionary sense. Th e basic 
structure of our brains was in place long before 
we acquired the ability to use language and with 
it the ability to acquire beliefs independent of 
sensory experience. Th ere is a reason why we 
humans, who specialize in believing in things 
unseen, still insist that “seeing is believing.” 
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is no better place to start than with the neuro-
science of moral judgment. 

     THE DUAL-PROCESS MODEL OF MORAL 
JUDGMENT   

 Consider the following moral dilemma, which 
we will call the  crying baby  case:

  It is wartime, and you and some of your fel-
low villagers are hiding from enemy soldiers 
in a basement. Your baby starts to cry, and you 
cover your baby’s mouth to block the sound. 
If you remove your hand, your baby will cry 
loudly, the soldiers will hear, and they will fi nd 
you and the others and kill everyone they fi nd, 
including you and your baby. If you do not 
remove your hand, your baby will smother to 
death. Is it okay to smother your baby to death 
to save yourself and the other villagers?  

Th is is a diffi  cult question. People take a rel-
atively long time to answer, and there is no 
consensus about the right answer (Greene, 
Nystrom, Engell, Darley, & Cohen,   2004  ). Why 
is this question so diffi  cult? And what’s going on 
in people’s heads when they are deciding? 

 According to my dual-process theory 
(Greene et al.,   2001  ,   2004  ,   2008  ), it goes some-
thing like this: On the one hand, we have an 
intuitive emotional response to the thought of 
smothering one’s own baby (or anyone else) that 
makes us say, “No! It’s wrong!” On the other 
hand, there’s a diff erent voice in our heads, a 
more dispassionate and controlled voice that 
says, “But there’s nothing to be gained and 
much to be lost by not acting. Th e baby will 
die no matter what. You ought to save yourself 
and the others.” Th ese two voices, the intuitive 
emotional voice and the controlled “cognitive”   1    

processes into simpler processes that are associ-
ated with diff erent parts of the brain. Th is is not 
a new idea. It is not even close to being a new 
idea. It is what the best cognitive neuroscien-
tists and, more recently, social neuroscientists 
have been doing all along. But it is an idea that 
many people don’t seem to get, especially people 
who come to social neuroscience without train-
ing in experimental psychology. (Witness the 
proliferation of scientifi cally undermotivated 
brain imaging experiments [Cacioppo et al., 
  2003  ].) And because social neuroscience is so 
inherently fascinating to our dualist minds, it is 
possible to get away with not getting it. In what 
follows I will argue that functionally decompos-
ing the social brain is a worthy thing to do in 
the short-term and, perhaps, one of the most 
worthy things that we social scientists could 
ever do in the long-term. As I make my case, I 
will use my own work on moral judgment as an 
illustrative example. Th ere may be bad reasons 
for doing this (laziness, egocentricism), but 
there is at least one good reason. When it comes 
to undoing dualism, the neuroscientifi c study of 
moral judgment occupies a unique position. 

 Th ese days, even the most ardent dualists 
recognize that we have brains and that our 
brains must do  something . In recent decades 
we’ve learned that brains do many things that 
are historically within the province of the soul: 
perception, memory, the production and com-
prehension of language, and so forth. Th e soul 
has, as it were, “outsourced” these operations to 
the brain. Th is outsourcing process, still ongo-
ing, raises a question: How many of the soul’s 
functions can be taken up by the brain before 
the soul is completely out of a job? In other 
words, what is the soul’s “core competence?” 
Th e answer, I believe, is  moral judgment . Aft er 
all, in many religious traditions it is the quality 
of a soul’s moral judgment and character that 
determines where it ends up, either permanently 
or on the next go-around. Th us, if the soul is not 
in the moral judgment business, it is not in any 
business at all. And, thus, what it would take to 
send the soul packing for good is a purely phys-
ical account of how the human mind does its 
moral business. If our goal is to determine once 
and for all whether there is a soul in there, there 

   1    In some cases, the word “cognitive” refers to infor-
mation processing in general (as in “cognitive science”), 
whereas in other cases, it refers to a kind of information 
processing that is contrasted with emotional or aff ective 
processes. Here and elsewhere, I place “cognitive” in 
quotation marks to indicate the latter usage. As I explain 
elsewhere ( Greene,   2007  ), I believe that the latter usage 
refers to a natural category of processes involving rep-
resentations that are inherently neutral but that may 
be contingently connected to valenced representations. 
Th is allows for the production of behavior that is both 
fl exible and goal-directed.  
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a dual-process theory makes sense of this inter-
action, whereby cognitive load has a diff erent 
eff ect on reaction time depending on the con-
tent of the judgment. 

 Th is experiment tells us that the psycho-
logical processes pushing for “no” answers 
in these cases are rather automatic, charging 
ahead, impervious to the cognitive load. But 
this study doesn’t necessarily tell us whether 
these automatic responses are emotional.   2    A 
diff erent experiment, conducted by Valdesolo 
and DeSteno (  2006  ), addresses this question. 
Th ey presented people with two moral dilem-
mas, which we’ll call the  switch  and  footbridge  
dilemmas. In the  switch  dilemma (elsewhere 
referred to as the  trolley  dilemma; (Greene 
et al.,   2001  ) and the  bystander  dilemma 
(Th omson,   1986  )), a runaway trolley is headed 
for fi ve people who will be killed if it proceeds 
on its present course. Th e only way to save these 
people is to hit a switch that will turn the trol-
ley onto a side-track, where it will run over and 
kill one person instead of fi ve. Is it okay to turn 
the trolley to save fi ve people at the expense of 
one? Most people say “yes” (Greene et al.,   2001  ; 
Petrinovich, O’Neill, & Jorgensen,   1993  ). Th is 
case contrasts with the  footbridge  (Th omson, 
  1986  ) dilemma: As before, a runaway trol-
ley threatens to kill fi ve people, but this time 
you are standing next to a large stranger on 
a footbridge spanning the tracks, in between 
the oncoming trolley and the fi ve people. Th e 
only way to save the fi ve people is to push this 
stranger off  the bridge and onto the tracks 
below. (You’re not big enough to block the trol-
ley by jumping yourself.) He will die as a result, 
but his body will stop the trolley from reaching 
the others. Is it okay to save the fi ve people by 
pushing this stranger to his death? Most peo-
ple say “no” (Greene et al.,   2001  ; Petrinovich 
et al.,   1993  ). One might suppose that the 
action proposed in the  footbridge  case trig-
gers more of an intuitive emotional response 
than the action proposed in the  switch  case, 

voice, fi ght it out in your head, until one of them 
wins and you render your judgment. Th is the-
ory, despite its introspective plausibility, stands 
in tension with two leading schools of thought 
in moral psychology, one of which denies that 
emotions play an important role in the moral 
judgments of mature adults (Kohlberg,   1969  ), 
while the other denies that moral reasoning and 
controlled “cognitive” processes play a direct 
causal role in shaping ordinary people’s moral 
decisions (Haidt,   2001  ). 

 We conducted a simple behavioral experiment 
to test our dual-process theory. People responded 
to dilemmas like the  crying baby  dilemma under 
normal conditions and under cognitive load (i.e., 
while simultaneously performing a distracting 
task that requires cognitive resources). Once 
again, our claim is that there is an intuitive emo-
tional voice that says “No! Don’t!” as well as a 
controlled, “cognitive” voice that says, “Please, 
go ahead.” And if that is correct, then a drain on 
limited cognitive resources should interfere with 
the processes that are pushing for “yes” but not 
with the more intuitive processes that are push-
ing for “no.” In the best case, we would expect 
the imposition of a cognitive load to make peo-
ple say “no” more oft en by selectively interfer-
ing with the “yes”-friendly processes. And if the 
load manipulation is not strong enough to actu-
ally change people’s judgments, then it might at 
least make “yes” answers slower, without slowing 
down the “no” answers. 

 Th is is exactly what we found (Greene, 
Morelli, Lowenberg, Nystrom, & Cohen,   2008  ). 
When people responded to dilemmas like the 
 crying baby  case under cognitive load, the load 
made people slower when they endorsed harm-
ing someone in the name of the greater good 
but had no eff ect when they said that it would 
be wrong to cause the harm. Th us, these results 
support our dual-process theory of moral judg-
ment: If it were all about intuitive emotional 
responses, then there would be no reason for 
the cognitive load to slow down “yes” answers 
any more than “no” answers. And if it were 
all about controlled processes, then, again, we 
would have no reason to expect a diff erence in 
reaction times between “yes” and “no” answers, 
as all answers would be slowed by the load. Only 

   2    It depends on how one defi nes “emotion.” If a pro-
cess that is automatic and valenced is necessarily emo-
tional, then this study may be suffi  cient to implicate 
emotion.  
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 footbridge  dilemma,   3    people exhibited rela-
tively higher levels of activity in brain regions 
associated with emotion and social cognition 
(medial prefrontal cortex, posterior cingulate 
cortex, and superior temporal sulcus). In con-
trast, responses to cases like the  switch  case 
were associated with increased activity in brain 
regions associated with classically “cognitive” 
functions such as working memory (dorso-
lateral prefrontal cortex [(DLPFC)] and cor-
responding regions in the parietal lobes). Th is 
double dissociation between activity in brain 
regions associated with emotion, on the one 
hand, and more classically “cognitive” brain 
regions, on the other, provided the fi rst piece of 
evidence in support of our dual-process theory 
of moral judgment. A second study (Greene 
et al.,   2004  ) focused on diffi  cult cases like the 
 crying baby  case. We found that cases like this, 
relative to easier cases, were associated with 
increased activity in the anterior cingulate cor-
tex (ACC) and in the DLPFC. Previous work 
suggests that the ACC plays a role in detect-
ing response confl ict (the simultaneous activa-
tion of two incompatible behavioral responses; 
Botvinick, Nystrom, Fissell, Carter, & Cohen, 
  1999  ; Botvinick, Braver, Barch, Carter, & 
Cohen,   2001  ; MacDonald, Cohen, Stenger, & 
Carter,   2000  ), whereas other work has impli-
cated the DLPFC in cognitive control functions 
aimed at resolving response confl ict (Kerns 
et al.,   2004  ; MacDonald et al.,   2000  ). Th us, 
increased activity in the ACC and DLPFC is 
what one would expect if cases like the  crying 
baby  dilemma create a confl ict between two 
incompatible responses that must be resolved. 
We also found that when people responded to 
such cases with a utilitarian judgment (favoring 
the greater good, even at the cost of harming 

which would explain why most people tend 
to say “no” to the  footbridge  case and “yes” to 
the  switch  case. (Here, too, we are supposing 
that the controlled process favors the greater 
good, i.e. the “yes” response.) Valdesolo and 
DeSteno tested this hypothesis using an emo-
tion induction paradigm. Th ey presented two 
groups of people with the  trolley  and  foot-
bridge  dilemmas. Th e control group, before 
responding to these dilemmas, watched an 
emotionally neutral fi lm clip (5 minutes from 
a documentary about a Spanish village). Th e 
experimental group watched a 5-minute com-
edy clip from  Saturday Night Live . Valdesolo 
and DeSteno reasoned as follows: If the typical 
“no” responses to the  footbridge  dilemma are 
driven by negative emotional responses, then 
hitting people with a dose of positive emotion 
(using the comedy clip) should counteract the 
negative emotional response and make those 
participants more likely to say “yes.” But if the 
typical “yes” response to the  switch  case is not 
driven by emotional processes, then watch-
ing the clip should have no eff ect on people’s 
responses to that case. And, of course, the 
control group should experience no change 
as a result of the neutral fi lm. Th is is what 
Valdesolo and Desteno found. Th e neutral fi lm 
had no eff ect at all, and the  Saturday Night Live  
clip had no eff ect on people’s responses to the 
 trolley  dilemma. But the comedy clip did have 
a signifi cant eff ect on people’s responses to the 
 footbridge  dilemma, tripling the number of 
people who approved of pushing the man off  of 
the footbridge. Th us, it seems that emotional 
response plays a key role in producing people’s 
negative judgments to the  footbridge  case. 

 Th ese two studies support the dual-process 
model of moral decision making, providing 
evidence that moral judgment involves both 
intuitive emotional responses and more con-
trolled “cognitive” processes. Perhaps sur-
prisingly, these two studies were designed to 
bolster the conclusions drawn from previous 
neuroimaging studies. In one of these studies 
(Greene et al.,   2001  ), my collaborators and I 
presented people with a series of moral dilem-
mas, including versions of the  switch  and  foot-
bridge  dilemmas. In response to cases like the 

   3    In our initial investigation (Greene et al.,   2001  ), we 
used a set of three criteria to distinguish dilemmas like 
the footbridge case (which we called “personal”) from 
dilemmas like the switch case (which we called “imper-
sonal”). Th e personal/impersonal distinction was 
devised as a “fi rst cut” for identifying the psychologically 
salient features that distinguish these two dilemmas. 
Based on more recent research (Greene et al.,   2009  )., I 
now believe that the personal/impersonal distinction 
should be replaced by a more cognitively sophisticated 
set of criteria concerning the nature of the agent's inten-
tion and the kind of force applied by the agent.  
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analytical splitting, the opportunity to engage 
in an exciting new kind of lumping. By look-
ing directly at the brain we can see whether the 
processes that Psychologist A has been duti-
fully teasing apart in her quest to understand 
Behavior X are, in fact, some of the same pro-
cesses that Psychologist B has been teasing apart 
in his quest to understand Behavior Y. Humpty 
Dumpty may never fi t back together again, but 
thanks to neuroscience, he may escape being 
ground to fi ne dust. 

 Th us, neuroscience holds the promise of a new 
kind of synthetic psychology. It also holds the 
promise of a diff erent kind of analytic psychol-
ogy. At present, there is a gulf between the high-
level language of the mind (“belief,” “impulse,” 
“thought,” “attitude,” “emotion”) and the low-
level language of the brain (“lobe,” “gyrus,” 
“neural activity”). We can correlate things like 
“attitudes” with things like “neural activity,” 
but we have only the foggiest picture of how the 
former arise from the latter. How will we acquire 
a clearer one? We don’t know how, exactly, or 
we’d have already done it, but it is hard to imag-
ine that our learning process won’t involve a fair 
amount of “top-down” investigation—that is, 
using what we know about psychology to map 
the brain in a psychologically meaningful way. 
An investment in brain-mapping (if done well) 
will pave the way for a deeper science of mind 
that is seamlessly integrated with the physical 
sciences (but  see  Uttal,   2005  ). 

 In short, social neuroscience, at least in the 
long-run, is likely to yield scientifi c theories that 
are richer and more coherent than the ones that 
to which social psychologists are accustomed. 
Th is is the standard justifi cation for doing 
what we’re doing, and it is a good one. It is the 
one that we relay, in various forms, to the edi-
tors of journals and administrators of funding 
agencies, and that is as it should be. But in the 
long-long run, the greatest value of social neu-
roscience may lie elsewhere. 

     WHO NEEDS SOCIAL NEUROSCIENCE? THE 
PHILOSOPHER'S ANSWER   

 When I tell people that I study the neuroscience 
of moral decision making, I am oft en asked, 

someone), they exhibited increased activity in 
the DLPFC. Th is is what we would expect if the 
utilitarian “yes” responses were driven by con-
trolled “cognitive” processes. 

 Similarly to the cognitive load and emotion 
induction studies described above, these two 
neuroimaging studies support the dual-process 
theory of moral judgment, implicating both 
intuitive emotional responses and controlled 
“cognitive” responses in moral decision-mak-
ing. But these neuroimaging studies, compared 
to the behavioral studies that followed, were a 
lot more expensive. One has to wonder, then, 
if they were worth it. Are we getting any addi-
tional bang for our neuroscience buck? 

     WHO NEEDS SOCIAL NEUROSCIENCE? 
THE SCIENTIST'S ANSWER   

 Neuroscientifi c data, and neuro-imaging data in 
particular, off er new insights into the relation-
ships among the myriad psychological processes 
identifi ed using more traditional means. Consider 
the following remarks from Daniel Gilbert (  1999  ), 
introducing an edited volume devoted to dual-
process theories in social psychology:

  Th e neuroscientist who says that a particular 
phenomenon is the result of two processes usu-
ally means to say something unambiguous—
for example, that the inferior cortex does one 
thing, that the limbic system does another… 
In such instances the phrase “dual processes” 
refers to the activities of two diff erent brain 
regions that may be physically discriminable, 
and the neuroscientist says there are “two pro-
cesses” because the neuroscientist is talking 
about things that can be counted. But few of 
the psychologists whose chapters appear in this 
volume would claim that the dual processes 
in  their  models necessarily correspond to the 
activity of two distinct brain structures (pg. 3).   

 Oh, what a decade can bring. Now the social 
psychologists are also neuroscientists, and they 
have started counting. Th is transformation, of 
course, has not yielded precise process counts, 
and perhaps it never will, given that processes 
are inherently fuzzy-boundaried things. But 
the advent of social neuroscience has given stu-
dents of social cognition, best known for their 
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but they do little, if anything, to dispel dualism. 
Dualists and materialists alike are familiar with 
having emotional impulses, and with resisting 
them. A dualist can happily regard these mental 
operations as operations of the soul, and these 
behavioral experiments provide no evidence to 
the contrary. 

 Th e situation changes little if we point to 
multiple brain regions that are “involved” in 
moral judgment, but say nothing about how 
these various brain regions contribute to the 
decision-making process. We can stick someone 
in a brain scanner, have that person make moral 
judgments, and then report on the brain regions 
that exhibit increased activation, but this will 
do nothing to embarrass a dualist. He can hap-
pily regard this smattering of brain regions as a 
distributed portal, an archipelago of mysterious 
mind-body interaction. 

 It is only when we ascribe distinct psycho-
logical subfunctions of moral decision-making 
to distinct physical parts of the brain that moral 
decision-making starts to look like a mechan-
ical process. And this is exactly what the neu-
roimaging experiments described above do. 
Our claim is not that the ACC is “involved” in 
moral judgment in some nebulous way. If our 
theory (Greene et al.,   2004  ) is correct, then the 
ACC performs the specifi c function of detecting 
confl ict between competing responses, both in 
moral contexts and in other contexts that have 
nothing to do with morality  per se  (Botvinick 
et al.,   2001  ; Cohen,   2005  ). Our theory likewise 
attributes a control function to the DLPFC and 
an emotional function to the medial prefron-
tal cortex.   4    Of course, the dualist can dig in his 
heels, even in the face of functional decomposi-
tion of this kind. He might imagine, for example, 

“Where is the brain’s moral center?” Apparently, 
people fi nd the idea of a “moral center” in the 
brain very compelling. Th ere may be many rea-
sons for this, but I think it has something to do 
with the fact that a center, unlike a distributed 
system, need not have  parts . Th e moral center of 
popular conception, I’m guessing, is not a com-
putational system housing an array of dissocia-
ble subsystems that perform relatively simple, 
complementary functions. It is instead more 
like a  portal,  out of which fully formed moral 
thoughts emerge. A moral portal is what a dual-
ist, when confronted with the fact of the brain, 
naturally imagines the moral brain to be. Th e 
portal theory acknowledges that moral judg-
ments must get into our brains somehow, while 
leaving open the possibility that their true ori-
gin lies beyond. 

 Th is dualist conception of moral judgment 
breaks down when the moral brain is func-
tionally decomposed. Th is involves two things. 
First, the process of moral decision making is 
itself broken down into distinct psychologi-
cal processes. Second, it is shown that distinct 
parts of the brain are respectively responsible 
for carrying out these distinct processes. Both 
aspects of functional decomposition are neces-
sary if they are to count against dualism. If the 
component processes are distinguished psycho-
logically, but not attributed to diff erent parts 
of the brain, then we are free to think of these 
psychological processes as operations of a mul-
tifaceted soul that renders its judgments before 
transmitting them to the material realm via the 
brain’s moral portal. Consider, for example, the 
cognitive load and emotion induction stud-
ies described above. Th e cognitive load study 
tells us that, when confronted with cases like 
the  crying baby  dilemma, we have an intuitive 
response that tells us one thing (“Don’t smother 
the baby!”) and a more controlled response 
that tells us the opposite (“But there is noth-
ing to lose and much to gain by smothering the 
baby.”). Valdesolo and DeSteno’s (  2006  ) emo-
tion induction study teaches a complementary 
lesson, demonstrating that our judgments, in 
some cases more than others, are driven by emo-
tional responses. Th ese results provide evidence 
for the dual-process model of moral judgment, 

   4    More recent neuropsychological data provide 
additional support for our conclusion that parts of the 
medial prefrontal cortex generates or mediates emo-
tional responses that drive non-utilitarian judgments in 
response to moral dilemmas such as the footbridge case. 
Mendez et al. (  2005  ) found that patients with frontotem-
poral dementia (known for their “emotional blunting” 
and ventromedial prefrontal damage) were dispropor-
tionately likely to approve of pushing the man off  of the 
footbridge. Similar results have been obtained in patients 
with more well-defi ned ventromedial prefrontal lesions 
(Ciaramelli et al.,   2007  ; Koenigs et al.,   2007  ).  
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the details of his metaphysical worldview, but 
as an evangelical Christian he presumably 
believes that all people have souls and that the 
souls of those who share his faith will be saved, 
whereas the remainder will spend eternity in 
hell. Th is remainder presumably includes the 
vast majority of Muslims. Th us, transforming a 
Muslim society into a more Westernized soci-
ety with greater exposure to Christianity may 
translate into huge gains in terms of the num-
ber of souls saved. Th e prospect of saving mil-
lions of souls may warrant taking large risks. 
More specifi cally, it might warrant risking the 
lives of millions of Muslims, assuming that in 
the absence of Christian intervention, their 
souls are doomed. According to one report, 
over half a million Iraqis have died as a result 
of the American invasion of Iraq (Tavernise & 
McNeil,   2006  ). 

 Dualism is at the heart of many bioethical 
debates (Bloom,   2005  ). It is oft en said that the 
abortion controversy is really a debate about 
when life begins. But “life” is not the real issue, 
as everyone agrees that a fertilized human egg, 
like an unfertilized human egg, is alive. Nor is it 
a matter of when a developing human acquires 
signifi cant psychological characteristics such as 
the ability to feel pain. Most opponents of abor-
tion are perfectly happy to eat animals that are 
capable of feeling pain and that, more generally, 
have richer mental lives than human fetuses. 
Nor is it a matter of destroying potential human 
life. Both birth control and abstinence rob 
potential humans of their existence. Rather, the 
debate over abortion is ultimately a metaphysi-
cal one. Th e question is not whether a fertilized 
egg is alive, but whether it is host to a “human 
life”—that is, a human soul. Without a soul in 
the balance, there is no abortion debate. Th is is 
also true for the debates over human stem cell 
research and euthanasia. 

 As I (Greene & Cohen,   2004  ) and others 
(Bloom,   2005  ) have argued, certain aspects of 
our criminal justice system are implicitly dual-
ist. If you ask people why we ought to punish 
criminals, people most oft en cite the law’s deter-
rent eff ect. But when people respond to concrete 
cases, their judgments are surprisingly insensi-
tive to factors that are relevant to the prevention 

that each of these brain regions simply receives 
transmissions from diff erent functional parts of 
the soul: Th e ACC receives transmissions from 
the part of the soul that detects confl ict, and so 
on. But this can’t go on forever. As our body 
of knowledge grows, the moral brain will be 
decomposed into smaller and smaller physical 
parts, associated with narrower and narrower 
psychological functions, until the correspond-
ing bits of soul are reduced to an array of mani-
festly superfl uous micro-ghosts. 

 As Wolfe’s remarks suggest, the soul will 
offi  cially expire when the mechanics of the 
moral mind become transparent. I believe that 
the death of the soul may prove to be one of psy-
chology and neuroscience’s most lasting contri-
butions. Th at is, if we are around long enough to 
get the job done. 

     DUALISM: WHAT IS AT STAKE?   

 Why does it matter if people are dualists? As 
long as we scientists know what we need to 
know to do our work, is it our business, or in 
anyone’s best interest, to provide compelling 
demonstrations of the fact that we have no 
souls? I think that it is. Dualist beliefs may be 
harmless enough most of the time, but they 
divide us in destructive ways, enable us to do 
some of the worst things that we do, and may 
ultimately lead to our demise. 

 Consider, once again, the events of September 
11th. Nineteen men killed nearly 3,000 people, 
setting in motion a series of events that, in addi-
tion to killing many thousands more people, 
has destabilized the Middle East at a time when 
nuclear weapons are becoming increasingly 
accessible. Th ose 19 men destroyed their bod-
ies, along with thousands of others, believing 
that they—their souls—would go on to enjoy a 
pleasant post-corporeal existence. Of course, it 
is possible that their beliefs about the next world 
played no role in their decision to leave this one, 
but that seems unlikely. Rather, as others have 
noted (Dawkins,   2006  ; Harris,   2004  ), it seems 
that their beliefs about the aft erlife enabled 
them to do what they did. 

 Here in the West, our leaders are dualists, 
too. George Bush does not speak openly about 
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 Finally, dualism may play an important role 
in people's attitudes concerning the environ-
ment. According to a variety of polls, about 
40% of Americans believe that we are living in 
the “end times”—that is, that the world will end 
relatively soon, at which point all followers of 
the Christian faith will be swept up into heaven, 
while the rest of us descend into hell (Sahagun, 
  2006  ). If you think that God is going to end the 
world relatively soon, you are unlikely to be ter-
ribly concerned about the level of carbon diox-
ide in the Earth’s atmosphere. Of course, most 
of the people who are worried about global 
warming are dualists, too. But to be indiff erent 
to the long-term health of the environment, it 
certainly helps to believe that our need for it is 
temporary. 

     CONCLUSION   

 Social neuroscience is exciting, but it is hard for 
some of us to say why. Most would agree that 
looking directly into the human brain will, 
sooner or later, provide us with better theories 
about how our minds work. But the prospect of 
better psychological theories, arriving sooner 
or later, hardly explains the excitement we feel. 
I believe that social neuroscience is exciting 
primarily because of its broader philosophical 
implications, and only secondarily because of 
the empirical details we expect it to yield. But 
to speak of social neuroscience’s philosophical 
“implications” is a bit awkward. Offi  cially, we 
scientists already know that the operations of 
the mind are the operations of the brain and not 
those of an immaterial soul. Th is is, at the very 
least, our working assumption. In making this 
assumption, however, we part ways with the rest 
of humanity, the vast majority of whom explic-
itly believe that we are souls housed in bodies. 
Such dualist tendencies are, in my opinion, a 
major social problem and may become increas-
ingly destructive. If that is correct, then dis-
pelling dualism is serious business, at least as 
serious as curing cancer, and probably more so. 
If anything can cure us of our dualist tenden-
cies, it is social neuroscience—the physical sci-
ence of human experience. By decomposing the 
social brain into its mechanical components, we 

of future crime (Carlsmith, Darley, & Robinson, 
  2002  ). Rather, it seems that people’s intuitions 
about punishment are  retributivist . We want 
to punish criminals, not because of the future 
benefi ts, but simply as an end in itself. Th ese 
retributivist tendencies are, I believe, implic-
itly dualist. If someone has a brain tumor that 
causes aggressive behavior, people are far more 
willing to forgive that person. “Aft er all,” we say, 
“It’s not  him , it’s  his brain .” When we attribute 
bad behavior to a purely physical cause (such as 
a brain tumor), the retributivist impulse fades. 
Our aim is to punish guilty minds ( mens rea ), 
not broken brains. (A broken brain may be 
worth containing, deterring, and rehabilitating, 
but there is no good reason to punish someone 
simply for having a broken brain.) 

 From a neuroscientifi c perspective, of 
course, all behavior (good and bad) has purely 
physical causes, and anyone who does unusu-
ally bad things must have something, however 
subtle, wrong with his brain. Combine this 
ordinary scientifi c assumption (all bad behav-
ior is caused by brains that are, in some sense, 
broken) with people’s ordinary assumption 
about punishment (there is no inherent value in 
punishing someone for having a broken brain), 
and we get a very diff erent sort of legal system. 
We get one focused exclusively on the practi-
cal business of preventing future crime, rather 
than on the metaphysical business of making 
guilty minds suff er for their sins. In the United 
States, at least, our prison system is very good 
at making people suff er, but its merits as a sys-
tem for preventing future crime are highly 
questionable (Tonry,   2004  ). If we were more 
interested in reducing crime, and less inter-
ested in making guilty minds suff er, we might 
all be better off . 

 Dualism plays a parallel role in people’s 
thinking about mental illness. Intuitively, we 
all agree that people with cancer deserve our 
sympathy and fi nancial support because cancer 
is a serious medical problem. But if someone is 
depressed, that person’s condition is, to many 
people at least, just “psychological,” and the pre-
scription is to “snap out of it.” Dualism draws an 
illusory distinction between having a weakened 
body and having a weakened mind. 
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can do good science in the conventional sense, 
but that is, I think, the least of what we’re doing. 
Social neuroscience is, above all else, the con-
struction of a metaphysical mirror that will 
allow us to see ourselves for what we are and, 
perhaps, change our ways for the better. 
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   What do you need to make a social brain? Or 
what does the brain need to do to allow it to 
be social? Th e chapters in this book provide 
clear evidence for the quick maturation of the 
fi eld of social neuroscience, which incorporates 
scholars from widely diverse areas (e.g., social 
psychology, neuroscience, philosophy, anthro-
pology, economics, sociology, psychiatry, med-
icine), working together and across levels of 
analysis to understand fundamental questions 
about human social nature (Cacioppo et al., 
  2007  ). Social neuroscience attempts to identify 
and characterize the neural mechanisms that 
support social behavior, broadly defi ned. From 
this perspective, the brain has evolved special-
ized mechanisms for processing information 
about the social world, including the ability to 
know ourselves, to know how others respond to 
us, and to regulate our actions to co-exist with 
other members of society. 

 Th e chapters in this section focus on social 
emotions, and that is not surprising. Ralph 
Adolphs (  2003  ) argued that social neurosci-
ence resulted from a sometimes uneasy alliance 
between evolutionary psychology and social 
cognition and that the success of the area results 
from the adoption of neuroscience methods and 
largely restricting the domain of empirical study 
to emotional aspects of cognition. Aft er all, 
thinking about other people entails emotional 
responses that thinking about, say, vegetables, 
does not. Th e social and emotional aspects of the 
brain are inexorably linked, with the adaptive 

signifi cance of emotions being closely linked to 
their social value, and nearly all social interac-
tion produces aff ective responses. Research in 
social psychology over the past several decades 
has established the central role of emotional 
processes in facilitating social relationships and 
guiding group behavior. Social emotions, which 
are complex subjective experiences (e.g., pride, 
guilt, admiration, jealousy, envy, irritation, and 
fl irtatiousness), serve many important social 
functions that promote long-term relationships 
and group stability. From a functional perspec-
tive, social emotions enable people to be good 
group members, thereby avoiding rejection and 
enhancing their survival and reproduction. 
Th us, social emotions such as guilt are essen-
tial to human social life (Baumeister, Stillwell, 
& Heatherton,   1994  ). 

 Social emotions not only encourage suc-
cessful relationships by providing incentives 
to engage in social interactions (e.g., aff ection, 
love, feelings of pride or admiration for those 
with whom we interact), they also increase the 
likelihood that people will adhere to societal 
norms and moral values that are necessary for 
group living. When such norms are violated, 
people experience negative social emotions (e.g., 
feelings of guilt, embarrassment, or shame) that 
subsequently encourage people to act within 
the bounds of socially acceptable conduct, 
thereby reducing the risk of social exclusion 
and promoting positive social interactions. 
Moreover, long-lasting social emotions (such as 
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a self-regulatory mechanism for resolving dis-
crepancies between self-knowledge and social 
expectations or norms, thereby motivating 
behavior to resolve any confl ict that exists. Space 
limitations preclude a thorough discussion of 
all brain mechanisms likely to be involved in 
all of these processes. Here I highlight the most 
central areas for the theory as well as discuss the 
implications of the four chapters in this section 
for the model. 

    Self-Awareness   

 Survival in human social groups requires peo-
ple to monitor their behavior and thoughts in 
order to assess whether those thoughts and 
behaviors are in keeping with prevailing group 
(social) norms. Social neuroscience has made 
excellent strides in identifying brain regions 
that are involved in processing information 
about the self (Heatherton, Kelley, & Macrae, 
  2004  ). Both neuro-imaging and patient (lesion) 
research has identifi ed various regions of the 
prefrontal cortex (PFC) as being crucial for the 
normal functioning of self. For example, a series 
of imaging studies conducted over the past 10 
years has documented a substantial role of the 
medial region of the PFC (mPFC) in process-
ing self-relevant information (Craik et al.,   1999  ; 
Heatherton et al.,   2006  ; Johnson et al.,   2002  ; 
Kelley et al.,   2002  ; Macrae et al.,   2004  ; Moran 
et al.,   2006  ; Schmitz et al.,   2004  ; Ochsner et al., 
  2004  ). Th is region is more active, for example, 
when people report on their personality traits, 
make self-relevant judgments about pictures, 
or retrieve autobiographical memories of past 
events. Th e issue of whether the self is some-
how "special" is somewhat contentious ( see  
Gillihan & Farah,   2005  ), but the imaging liter-
ature is quite clear regarding tasks that involve 
self-awareness; they activate mPFC in imaging 
studies (Gusnard,   2005  ). 

 It is interesting to note that converging evi-
dence from patient research indicates that fron-
tal lobe lesions, particularly to the mPFC and 
adjacent structures, have a deleterious eff ect 
on personality, mood, motivation, and self-
awareness. Patients with frontal lobe lesions 
show dramatic defi cits in recognizing their own 

remembering an embarrassing moment from 
adolescence) reduce the likelihood of repeat 
violations. Importantly, humans have evolved a 
fundamental need to belong, which encourages 
behavior that helps people be good group mem-
bers (Bowlby,   1969  ; Baumeister & Leary,   1995  ). 
Humans are social beings who live in groups. 
According to the need-to-belong theory, the 
need for interpersonal attachments is a fun-
damental motive that has evolved for adaptive 
purposes. Eff ective groups shared food, pro-
vided mates, and helped care for off spring. As 
such, human survival has long depended on liv-
ing within groups; banishment from the group 
was eff ectively a death sentence. Baumeister 
and Leary (  1995  ) argued that the need to belong 
is a basic motive that activates behavior and 
infl uences cognition and emotion, and that it 
leads to ill eff ects when not satisfi ed. Indeed, 
even today, not belonging to a group increases 
a person’s risk for a number of adverse conse-
quences, such as illnesses and premature death 
( see  Cacioppo et al., 2006). Here I argue that an 
evolutionary need to belong has guided the evo-
lution of a social brain. I propose that building a 
social brain requires four essential components: 
self-awareness, theory of mind, threat detec-
tion, and self-regulation. 

     BUILDING THE SOCIAL BRAIN: 
COMPONENTS   

 Given the fundamental need to belong, there 
needs to be a social brain system that monitors 
for signs of social inclusion/exclusion and alters 
behavior to forestall rejection or resolve other 
social problems (Heatherton & Krendl,   2009  ). 
Such a system requires four components, each 
of which is likely to have a discrete neural sig-
nature. First, people need self-awareness—to 
be aware of their behavior so as to gauge it 
against societal or group norms. Second, people 
need to understand how others are reacting to 
their behavior so as to predict how others will 
respond to them. In other words they need "the-
ory of mind" or the capacity to attribute men-
tal states to others. Th is implies the need for a 
third mechanism that detects threat, especially 
in complex situations. Finally, there needs to be 
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to feel guilty about hurting a loved one, people 
need to understand that other people have feel-
ings. Similarly, interpersonal distress results 
from knowing that people are evaluating you 
(thereby giving rise to emotions such as embar-
rassment), which at its core means recognizing 
that other people make evaluative judgments.  

 Th e ability to infer the mental states of 
others is commonly referred to as mentaliz-
ing, or having the capacity for theory of mind 
(ToM). ToM enables the ability to empathize 
and cooperate with others, accurately interpret 
other people’s behavior, and even deceive oth-
ers when necessary. Th e rapidly emerging neu-
ro-imaging literature on ToM has consistently 
implicated MPFC as a central component of 
the neural systems that support mentalizing 
(Amodio & Frith,   2006  ; Gallagher & Frith, 
  2003  ; Macrae et al.,   2004  ). Interestingly, 
neuro-imaging res earch has demonstrated 
that the ability to mentalize relies heavily on 
similar neural networks engaged in process-
ing self-relevant information—notably mPFC. 
However, this region of mPFC tends to be more 
dorsal in ToM studies than in self-reference 
studies, where the activity tends to be more 
ventral. Sometimes overlap between ventral 
and dorsal mPFC is observed when perceivers 
are asked to infer the mental states of targets 
that are most similar to them (Mitchell, Banaji, 
& Macrae,   2005  ). Th is latter fi nding suggests 
that mental simulation is possibly engaged 
in ToM tasks (i.e., “what would I do if I were 
that person?”) illustrating a possible common 
role for the mPFC in both self-awareness and 
ToM. Although activity in other brain regions 
has been observed during ToM tasks—notably, 
the superior temporal sulcus (STS), the tem-
poro-parietal junction (TPJ), and less oft en 
the amygdala—dorsal mPFC appears to play a 
central role in the ability to make mental state 
attributions about other people. Indeed, as 
Rilling notes in his chapter, this area reliably 
diff erentiates between when people are inter-
acting with people versus computers, even 
engaging in the same tasks. Th at is, “people” 
are given privileged status by dmPFC as it pro-
cesses information in the environment ( see  
Mitchell, Heatherton, & Macrae,   2002  )

limbs, engaging in self-refl ection and introspec-
tion, and even refl ecting on personal knowledge. 
Indeed, frontal lobe patients are particularly 
impaired in social emotions (Beer et al.,   2003  ). 
As Josh Greene notes in his chapter in this vol-
ume, people with frontal lobe injuries are also 
impaired in moral judgments. Th e convergence 
of patient and imaging data support the conclu-
sion that mPFC plays a prominent role in self-
awareness, a necessary and critical contributor 
to the experience of social emotions. 

 I hasten to add that that there is no spe-
cifi c “self” spot of the brain, no single brain 
region that is responsible for all psychological 
processes related to self. Rather, psychological 
processes are distributed throughout the brain, 
with contributions from multiple subcompo-
nents determining discrete mental activities 
that come together to give rise to the human 
sense of self (Turk, Heatherton, Macrae, Kelley, 
& Gazzaniga,   2003  ). Various cognitive, sen-
sory, motor, somatosensory, and aff ective pro-
cesses are essential to self, and these processes 
likely refl ect the contribution of several corti-
cal and subcortical regions. Josh Greene makes 
the same point regarding moral emotions. His 
dual-process model dictates that diff erent brain 
regions and their associated psychological 
functions contribute to moral judgments. In his 
chapter, Greene provides a forceful argument 
against dualistic conceptions of human nature 
like those that commonly occur for the soul, or 
the self for that matter. Th ere is neither homun-
cular self nor soul. Th ere is a brain that carries 
out adaptive functions through the activity of 
various regions that are responsible for the very 
psychological processes responsible for emo-
tion, cognition, and behavior. 

     Theory of Mind   

 In addition to recognizing our own mental 
states, living harmoniously in social groups 
requires that we are able to interpret the emo-
tional and mental states of others (Heatherton 
& Krendl,   2009  ). For example, social emotions 
require that we are able to draw inferences 
about the emotional states of others (even if 
those inferences are inaccurate). For example, 
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regions have been identifi ed as relevant to the 
detection of threat, but the two most prominent 
regions are the amygdala and the anterior cin-
gulate cortex. Both regions have been impli-
cated in social cognition. 

 Let’s start with the out-group. In the social 
neuroscience literature, the most common area 
identifi ed as relevant to threat from outgroup 
members is the amygdala. For example, stud-
ies have associated amygdala activity with neg-
ative response to Blacks (Cunningham et al., 
  2004  ; Phelps et al.,   2000  , Richeson et al.,   2003  ). 
People who possess stigmatizing conditions 
that make them seem less than human, such as 
the homeless, also activate regions of the amyg-
dala (Harris & Fiske,   2006  ). We also have found 
amygdala responses to the physically unat-
tractive or people with multiple facial pierc-
ings (Krendl et al.,   2006  ). Considered together, 
it is clear that evaluating out-group members 
involves activity of the amygdala. So, what 
does the amygdala do in the social context? It 
has long been thought to play a special role in 
responding to stimuli that elicit fear (Blanchard 
& Blanchard,   1972  ; Feldman Barrett & Wager, 
2006; LeDoux,   1996  ). From this perspective, 
aff ective processing in the amygdala is a hard-
wired circuit that has developed over the course 
of evolution to protect animals from danger. 
For example, much data support the notion that 
the amygdala is robustly activated in response 
to primary biologically relevant stimuli (e.g., 
faces, odors, tastes, etc.), even when these stim-
uli remain below the subjects’ level of reported 
awareness (e.g., Morris et al.,   1998  ; Whalen 
et al.,   1998  ). 

 However, many recent imaging studies 
have observed amygdala activity to stimuli of 
both negative and positive valence, indicat-
ing that the amygdala is not solely concerned 
with fear. Indeed, some have argued that the 
amygdala is important for drawing attention to 
novel stimuli that have biological relevance. For 
example, Hamann and colleagues (  2004  ) found 
that activity within the amygdala increased 
when both men and women viewed sexually 
arousing stimuli, such as short fi lm clips of 
sexual activity or nude pictures of the opposite 
sex. Under this argument, it is plausible that 

  Th eory of mind processes play an impor-
tant role in the type of social interaction tasks 
described in Rilling's chapter, such as the 
Prisoner’s Dilemma game used by Rilling and 
colleagues (2004) or the Ultimatum game used 
by Sanfey and colleagues (2003). In the latter 
task, research participants oft en act irratio-
nally, such as refusing unfair off ers that result 
in receiving even less—that is, a person would 
rather have nothing than something, if it means 
that the other person in dyadic interaction 
comes out on top. Rilling notes an interesting 
power struggle between prefrontal regions and 
the insular cortex, an area that has been iden-
tifi ed in the visceral aspects of emotion. When 
the frontal lobes win the struggle, the person 
acts "rationally" and takes the best off er, whereas 
when the insula is more active, the person 
chooses to reject the unfair off er. Th e reciprocal 
relations between the frontal "cognitive" regions 
and the limbic "emotional" regions are observed 
in Greene’s chapter of moral judgment and in 
Eisenberger’s chapter on social pain. Indeed, 
this struggle between cognition and emotion 
has been around since the ancient Greeks, 
but these studies show the ability to study the 
dynamic processes that underlie the resolution 
of these confl icts. 

     Detection of Threat   

 Over the course of human evolution, a major 
adaptive challenge to survival was other peo-
ple. Put simply, other people can be dangerous. 
Th ere are two basic social threats: those from 
the in-group and those from the out-group. Th e 
nature of these threats is distinctly diff erent 
with the major threat from the in-group being 
social exclusion. As mentioned earlier, humans 
have a fundamental need to belong because 
during the course of evolutionary history, being 
kicked out of the group was a potentially fatal 
sentence. By contrast, out-group members are 
threatening because they want to take your 
group's resources or they may even want to 
kill you. Th us, the social brain requires threat 
mechanisms that diff erentiate in-group from 
out-group or that are diff erentially sensitive to 
the nature of the social threat. A variety of brain 
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as a monitor of the likelihood of social exclu-
sion. When people behave in ways that increase 
the likelihood they will be rejected, they expe-
rience a reduction in state self-esteem. Th ere 
has recently been a series of studies that have 
examined social rejection. Most prominent is 
the study by Eisenberger and colleagues (  2003  ), 
which she describes in her chapter in this vol-
ume. Specifi cally, Eisenberger et al. (  2003  ) 
found that the dorsal region of the anterior cin-
gulate cortex (dACC) was responsive during a 
video game designed to elicit feelings of social 
rejection when virtual interaction partners sud-
denly and surprisingly stopped cooperating 
with the research participant. Since this initial 
study, other studies have also implicated the 
ACC, although some of them fi nd a more ven-
tral rather than dorsal region. For example, in 
our hands, we found that social feedback about 
acceptance or rejection was associated with dif-
ferential activity in the ventral ACC (vACC; 
Somerville, Heatherton, & Kelley,   2006  ). A 
more recent study using paintings portraying 
rejection imagery observed a somewhat dif-
ferent pattern than found in either of the pre-
vious studies (Kross, Egner, Ochsner, Hirsch, 
& Downey,   2007  ). Although these authors 
also found dACC to be responsive to rejection 
imagery, the response was in a diff erent area 
of dACC from that found by Eisenberger et 
al., and the relation between feelings of rejec-
tion and activity in this area was opposite that 
reported by Eisenberger et al. Another recent 
study (Burklund, Eisenberger, & Lieberman, 
  2007  ) found a relationship between both dACC 
and vACC activity and rejection sensitivity 
during emotional processing, albeit the vACC 
activity was in a more subgenual region than 
that reported by Somerville, Heatherton, and 
Kelley (  2006  ). Th e somewhat disparate fi nd-
ings of these studies indicate the need for fur-
ther research to more clearly identify the neural 
correlates of states of social distress, especially 
in terms of the functional roles of dACC and 
vACC in processing and responding to threat 
cues. Eisenberger does an excellent job in her 
chapter of describing a specifi c role for dACC in 
social pain. What is especially impressive is the 
link between specifi c genetic polymorphisms 

the amygdala plays a role in processing social 
emotions because they have direct relevance in 
maintaining long-term social relations, which 
has been argued to refl ect a fundamental need 
that is biologically relevant. My colleague, Paul 
Whalen, has argued that the amygdala is espe-
cially concerned with ambiguous stimuli that 
provide insuffi  cient information to discern the 
nature of the threat (Whalen,   1998  ;   2007  ). Th is 
may be why fearful faces activate the amygdala 
to a greater extent than do angry faces (Whalen 
et al.,   2001  ). 

 Th e chapter by Cacioppo et al. in this volume 
provides a very interesting examination of how 
the amygdala may be related to psychological 
well-being and how this may change across the 
life-course. Interestingly, aging can be consid-
ered a relatively recent adaptive problem in that 
only recently have people achieved life spans 
into the 70s, 80s, and beyond. An open ques-
tion, therefore, is whether social mechanisms 
that have evolved over time are preserved in 
aging. Put another way, one might argue that 
the adaptive challenges associated with group 
living may diff er substantially for older adults 
and that the mechanisms that guide social 
behavior refl ect solutions that evolved for solv-
ing challenges that are less relevant to young 
humans (e.g., mate competition). In any case, 
Cacioppo and colleagues note that amygdala 
lesions are associated with a selective defi cit in 
processing negative information, which is sim-
ilar to the pattern observed along older adults. 
Interestingly, this pattern may be interpreted 
to suggest that threat detection among older 
adults is diminished. Th is may explain why 
older adults are susceptible to scam artists, 
perhaps in part because they are too trusting. 
Th is may be caused, in part, by faulty threat 
detection. 

 How about threat from in-group members? 
If humans have a fundamental need to belong, 
then there should be mechanisms for detecting 
inclusionary status (Leary, Tambor, Terdal, & 
Down,   1995  ; MacDonald & Leary,   2005  ). Put 
another way, given the importance of group 
inclusion, humans need to be sensitive to signs 
that the group might exclude them. According 
to the sociometer model, self-esteem functions 
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“the subgenual cingulate is important in regu-
lating negative aff ect through the processing of 
mood-enhancing information.” Th ese authors 
argue that there is a ventral regulatory network 
that promotes mood-incongruent processing, 
such as would be the case for positive feedback 
during a state of social distress. Additional 
evidence for a ventral regulatory mechanism 
can be found in Kevin Ochsner’s work. In one 
study, when participants reappraised negative 
images in a self-relevant manner, increases in 
vACC activity were associated with decreasing 
negative mood (Ochsner et al.,   2004  ). In all of 
these studies, task conditions conspired to pro-
mote negative emotional states, such as having 
subjects look at a series of negative expresses 
or images. In the presence of these negative 
states, vACC may modulate transiently to mit-
igate negative aff ect. Put another way, perhaps 
paradoxically, a tonic vACC reduction (such as 
occurs for clinical states or induced dysphoria) 
may accentuate transient increases in vACC 
during positive social feedback. Th ese tran-
sient increases in vACC may be therapeutic in 
the sense that they help restore baseline levels 
observed prior to negative mood induction. A 
recent PET study found that successful cog-
nitive behavioral therapy for depression was 
associated with increased metabolic activity 
in the vACC (Kennedy et al.,   2007  ). Th is sug-
gests that the vACC might not be involved in 
threat detection  per se  but, rather, may refl ect 
the neural basis of self-regulatory eff orts to 
handle such threats. Th is view of the ACC, as 
being involved in resolving confl ict, is in keep-
ing with the more traditional view of ACC in 
the neuroscience literature. I now turn to the 
regulatory component of the social brain. 

     Self-Regulation   

 People who defy group norms—such as by 
cheating, lying, or being incompetent—oft en 
experience social emotions that indicate that 
something is wrong. We feel embarrassed when 
we goof, guilty when we harm, and ashamed 
when we get caught. Similarly, encounters with 
out-group members can leave us wary or even 
afraid, even if they can ultimately override our 

and brain responses to rejection and self-reports 
of emotional hypersensitivity. Th is refl ects an 
excellent multimethod approach to under-
standing the neurophysiological basis of social 
threat detection. 

 As mentioned, there is some ambiguity 
regarding the role of diff erent regions of ACC 
in detecting and responding to interpersonal 
communication, such as that which occurs 
during rejection. I have become particularly 
interested in trying to understand the vACC 
response to social feedback, in part because 
various clinical populations have abnormal 
vACC structure and function. For example, a 
voxel-based morphometry study found reduced 
grey matter volume among medication-naïve 
major depressives (Tang et al.,   2007  ). Th ere are 
also imaging reports implicating vACC in emo-
tional disorders. For example, a recent report 
of participants with post-traumatic stess dis-
order (PTSD)showed decreased vACC activity 
to trauma-script imagery (Frewen et al.,   2008  ). 
Activity in vACC during the processing of 
emotional cues also predicts overall number of 
symptoms in PTSD (Shin et al.,   2005  ) as well as 
which patients will respond to cognitive behav-
ioral therapy (Bryant et al.   2007  ). At the same 
time, imaging studies have produced some con-
fl icting results, with activity in vACC found for 
both positive and negative emotional tasks. As 
noted by many researchers, such diff erential 
patterns of activity may refl ect anatomical dis-
tinctions within vACC (Gotlib et al.,   2005  ; van 
den Bos et al.,   2007  ). 

 One fairly consistent fi nding is that clini-
cal disorders, such as PTSD and depression, 
are associated with reduced volume and activ-
ity in vACC (e.g., Drevets et al.,   1997  ; Milad 
et al., 2007; Tang et al.,   2007  ; although  see  
Mayberg et al.,   1999  ). One possibility is that 
a sustained (tonic) reduction in vACC activ-
ity may heighten responsitivity to transient 
positive social cues. According to this per-
spective, transient vACC activity in response 
to positive social feedback, like we observed 
in Somerville et al. (  2006  ), may serve a regu-
latory or corrective role in dealing with neg-
ative aff ect. Indeed, a recent theory by Gotlib 
and colleagues (Cooney et al.,   2007  ) proposes, 
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      CONCLUSIONS   

 Th e four chapters in this section are proof that 
the new fi eld of social neuroscience has not only 
sprung to life but is now walking on its own—
perhaps out of infancy and into toddlerhood. 
Th at is, much remains to be known about the 
social brain and there is every reason to believe 
we will make great strides as the fi eld matures. 
In this chapter, I have proposed that building a 
social brain requires four components, each of 
which involves distinct functional brain regions. 
First, people need self-awareness—to be aware 
of their behaviors so as to gauge them against 
societal or group norms and the available evi-
dence indicates that ventral mPFC is especially 
important for the experience of self. Second, 
people need to understand how others are react-
ing to their behavior so as to predict how oth-
ers will respond to them. Th is capacity for ToM 
has been most closely associated with a region 
of mPFC that is more dorsal than that observed 
for self-referential processing. Th reat detection 
involves at least the amygdala and the ACC, 
although the precise nature of their roles in 
threat detection remains somewhat unclear. For 
example, the amygdala may be especially impor-
tant in ambiguous situations, such as when peo-
ple are anticipating negative social judgments, 
whereas the ACC may be more important once 
negative feedback has been received. Finally, 
self-regulation involves a number of prefron-
tal brain regions, including ACC, lateral PFC, 
and ventral-medial PFC. It is possible that these 
areas play diff erent roles in self-regulation fail-
ure depending on whether the failure is related 
to an impaired sense of self (vmPFC), impaired 
ToM (dorsal PFC), or failure to detect threat or 
confl ict (ACC). Th ere is much yet to discover. 

 I hope this commentary has shown the value 
of social neuroscience in identifying the impor-
tant components of the social brain. At the same 
time, by analyzing its component parts, we may 
know the ingredients necessary for making a 
social brain, but we have not yet perfected the 
recipe for actually cooking one. Only further 
research will help us understand how these var-
ious components interact to produce the fully 
cooked social brain. 

prejudices and treat them fairly. Th e important 
point is that emotions that arise from social 
interactions serve as guides for subsequent 
behavior. Th is is what makes something like 
feeling guilty adaptive (Baumeister, Stillwell, 
& Heatherton,   1994  ). Feeling socially excluded, 
which threatens the need to belong, motivates 
behavior to repair social relationships. Feeling 
ashamed about considering cheating on our 
partner helps reign in temptations. In other 
words, social emotions promote self-regula-
tion, which allows us to alter our behavior, 
make plans, choose from alternatives, focus 
attention on pursuit of goals, inhibit compet-
ing thoughts, and regulate social behavior 
(Baumeister, Heatherton, & Tice,   1994  ). 

 Neuroscience research indicates that var-
ious regions of PFC are responsible for the 
human capacity for self-regulation ( see  the 
review by Banfi eld, Wyland, Macrae, Munte, 
& Heatherton,   2004  ). For example, functional 
neuro-imaging studies have implicated the 
ACC in decision monitoring, initiating the 
selection of an appropriate novel response from 
several alternatives, performance monitor-
ing, action monitoring, detection or process-
ing of response confl ict, and internal cognitive 
control (Wyland, Kelley, Macrae, Gordon, & 
Heatherton,   2003  ). More recently, we found 
an important role for the ACC in eff orts to 
suppress unwanted thoughts (Mitchell et al., 
  2007  ). What we observed was that ACC was 
transiently engaged following the occurrence 
of unwanted thoughts, whereas dorsolateral 
PFC was most active during tonic eff orts to 
suppress those thoughts. Th is fi nding is in 
keeping with the important role of prefrontal 
regions in executive functions more generally, 
all of which are necessary for successful self-
regulation. Since the days of Phineas Gage, we 
have known the damage to certain prefrontal 
regions is associated with a lack of impulse 
control and self-regulatory diffi  culties more 
generally. Th e role of lateral PFC regions in 
regulating social emotions was also noted in 
Greene’s, Eisenberger’s, and Rilling’s chapters 
and appears to be among the most robust fi nd-
ings in social neuroscience. 
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   Th e fi rst meeting I attended that had an explicit 
social neuroscience agenda was hosted by Todd 
Heatherton and his Dartmouth colleagues (Jay 
Hull, Robert Kleck, Neil Macrae, & Jennifer 
Richeson) at the Minary Conference Center in 
New Hampshire in August, 2001. It was a small 
group and, I believe, one of the fi rst gatherings 
under the nascent umbrella of social neurosci-
ence. Th ere was much discussion about whether 
a new name such as  social neuroscience  or  soc-
ial/cognitive neuroscience  or  social/aff ective neu-
roscience  was necessary or desirable to point 
the fi eld of social psychology in new directions, 
or whether the already established term  cogni-
tive neuroscience  was comprehensive enough 
to include the neural substrates of processes 
and phenomena that were the focus of social 
psychology. 

 In 2005, I attended two meetings of some-
what larger groups. One at Princeton in May was 
hosted by Alex Todorov, Susan Fiske, and Debbie 
Prentice and is the origin of this collection of 
chapters from pioneers extending the boundar-
ies of social psychology. Th e psychological issues 
addressed, the study designs described, and the 
fi ndings reported at this meeting had all the fea-
tures of an exciting and promising new fi eld. As 
I recall, at that time, there was still some dis-
cussion about the best name for this new fi eld. I 
believe I suggested  human neuroscience  because 
it could encompass many interrelated strands 
(including clinical neuroscience, developmental 
neuroscience, and neuro-economics). However, 

 human neuroscience  has a drawback in that it 
seems to exclude neuroscience research using 
nonhuman animals—clearly an important 
domain.  Neuropsychology  would be seemingly 
straightforward and comprehensive but, histor-
ically, has the connotation of being limited to 
studies of patient populations (another impor-
tant source of evidence). Th us, I think we will 
continue to see “neuroscience” affi  xed to our 
traditional group labels (clinical, developmen-
tal, social, cognitive, etc.) and combinations of 
them (social/aff ective; social/cognitive; social/
developmental) as individuals and programs 
signal their interest in neural substrates of vari-
ous psychological phenomena. 

 Th e other meeting I attended in 2005 ( Soc-
ial Neuroscience and Behavior: From Basic to 
Clinical Science ) was in June, sponsored by 
NIMH and hosted by Kevin Quinn and Mike 
Kozak. Under the leadership of John Cacioppo, 
this meeting focused on the potential of social 
neuroscience to make contributions to the fi eld 
of mental health (Cacioppo et al.,   2007  ). Th us, 
by 2005, social neuroscience not only existed, 
but the promise for a productive merger of 
basic social neuroscience and clinical research 
was already recognized—that is, social neuro-
science was becoming social/aff ective/clinical 
neuroscience, just as cognitive neuroscience 
had expanded into social, clinical, and develop-
mental domains. 

 Recently, I attended the second annual meet-
ing of the  Social & Aff ective Neuroscience Society  
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However, societies and journals not only refl ect 
but prompt research activity. Th us, here we are 
in 2008 with a dramatically increasing number 
of papers being published each year at the inter-
face of cognition, emotion, social psychology, 
and neuroscience. Th e current level of activity, 
criss-crossing these particular disciplinary bor-
ders, would have been hard to imagine even 10 
years ago. 

 Psychology is a wonderful discipline in its 
diversity. Its domains are varied, rich, and chal-
lenging; it can be approached at many levels 
of analysis and with many techniques; and its 
edges go everywhere (e.g., biology, chemistry, 
neurology, psychiatry, sociology, political sci-
ence, economics, philosophy, linguistics, law, 
art, literature). Interestingly, neuroimaging as 
a research technique has not made psychology 
more reductionistic, isolated, and less relevant 
as some feared. Rather, I think it has given 
researchers a new common currency (in this 
sense, Neuro is like the Euro), helping people 
from diverse disciplines or orientations within 
disciplines to relate to each other’s work and 
expand their own vision as they explore com-
plex concepts such as memory, control, inten-
tionality, self, empathy, attitudes, choice, and 
so forth. If anything, psychology has looked 
outward more (not less), become more (not 
less), interdisciplinary—more omnivorous 
and (appropriately, in my view) imperialistic. 
New methods and fi ndings can reinvigorate 
researchers to tackle tough issues from a fresh 
perspective. Neuro-imaging data does not 
replace behavioral data or a psychological level 
of analysis; rather, interpreting neuro-imaging 
data depends on and furthers our understand-
ing of psychological processes. Psychology has 
much to contribute to helping understand brain 
function, and the synergy between behavioral 
and neuroscience approaches is a key to contin-
ued progress. Appropriate clinical applications 
or applications in domains of social and eco-
nomic policy (education, legal decisions) will 
depend on such synergistic progress. 

 Compared to when I started my fi rst fac-
ulty position in 1970, now it is much harder 
for any one researcher to learn all that it would 
be helpful to know. Th is is true in all areas of 

(Boston, May, 2008). Th e program was organized 
by Jason Mitchell, David Amodio, Jennifer Beer, 
Wil Cunningham, Matt Lieberman, and Kevin 
Ochsner. Approximately 250 people attended, 
and the program included two keynote addresses 
(Chris Frith, Tom Insel), 2 days of symposia 
(person perception, stereotyping and prejudice, 
morality, deception and trust, the self in social 
cognition, and self-regulation), and two lively 
poster sessions. In my talk, I joked that social 
and aff ective neuroscience had staked a fl ag in 
the medial prefrontal cortex (PFC) because cog-
nitive neuroscientists had already taken up res-
idence in the lateral PFC. 

 I am a little wistful that “cognitive” was not 
incorporated into the Society’s name. I under-
stand that there are important functions of 
group identity, but we should be mindful of 
the various eff ects of in-group/out-group iden-
tity, including even arbitrary divisions (Brewer, 
  1979  ; Van Bavel, Packer & Cunningham,2008). 
On the other hand, social and aff ective pro-
cesses are so infused with cognition (and vice 
versa, Johnson & Sherman,   1990  ) that perhaps 
 cognition  doesn’t need to be explicitly stated. In 
any event, a major challenge for the future is to 
better understand how lateral and medial PFC, 
along with other brain areas, work together to 
create socially relevant phenomenal experiences 
(e.g., thoughts, feelings, memories), including 
implicit eff ects (e.g., on judgments, actions). 

 During the same period that these and 
other related meetings were taking place, new 
journals encouraging reports of research in 
social neuroscience were launched:  Cognitive, 
Aff ective, & Behavioral Neuroscience  ( CABN , 
2001, John Jonides, editor),  Emotion  (2001, 
Richard Davidson and Klaus Scherer, joint-
editors),  Social Cognitive and Aff ective Neuro-
science  ( SCAN , 2006, Matt Lieberman, editor), 
and  Social Neuroscience  (2006, Jean Decety, 
editor). Of course, there was social neurosci-
ence research before 2001 (e.g., the work of 
John Cacioppo and others) and outlets for 
papers (e.g.,  Cognition & Emotion ), just as 
there had been cognitive neuroscience research 
before Mike Gazzaniga and friends launched 
the  Journal of Cognitive Neuroscience  (1989) 
and the  Cognitive Neuroscience Society  (1993). 
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best poker hands ever at a raucous game at 
the Minary conference, and dinners hosted by 
Susan Fiske in Princeton and by Jason Mitchell 
in Cambridge were great fun. I admit it gave 
me pause when Liz Phelps noted a similarity 
between my career and the TV show  Survivor  
and when Kevin Ochsner and Jason Mitchell 
started probing for my “historical perspective.” 
Historical perspective is defi nitely a plus for a 
cumulative science, but I would also reiterate 
the observation that Jim Sherman and I (1990) 
quoted from Carly Simon: “Th ese are the good 
old days.” History is every day. And every day is 
an opportunity for perspective. 

 Marcia K. Johnson 
 New Haven 
 June, 2008 
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psychology, but especially so for those trying 
to work at the intersection of neuroscience and 
social/cognitive/aff ective psychology. To cap-
italize on diff erent types of expertise, work-
ing more in research teams that cut across labs 
would be a great benefi t. But investigators—
especially younger researchers—receive mixed 
messages. On the one hand, they should do cut-
ting edge research and be productive. Th is goal 
may, in fact, be best served by a group eff ort, 
moving fastest, drawing on the highest levels 
of expertise available. On the other hand, they 
should be independent. Independence is easier 
to demonstrate if you work alone or only with 
more junior colleagues such as graduate stu-
dents. But, I think we hurt the fi eld when we 
discourage young investigators from working 
with senior colleagues or in teams with peers. 
We also slow progress when we suggest that it 
is better to demonstrate a new phenomenon (or 
relabel an old one) than to solve an old prob-
lem or advance an established theory. For psy-
chology to take full advantage of the strengths 
provided by teamwork that draws on multiple 
types and sources of expertise, we need to take 
the time and make the eff ort to assess individual 
contributions within a team context. For psy-
chology to be a cumulative science, we need to 
make sure rewards (publications, promotions, 
grants, etc.) recognize teamwork and cumula-
tive contributions as well as individual eff orts 
and the buzz of the new. 

 It has been fascinating to watch this new 
fi eld take off . I’ve been delighted to be invited 
to meetings. I’ve learned a great deal and also 
have very much enjoyed the enthusiasm and 
high spirits of the attendees. I had one of my 
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  subdivisions,   242 f  .  See also  Dorsal anterior cingulate 

cortex (dACC); Rostral anterior cingulate cortex 
(rACC) 

  suppressing unwanted thoughts,   280  
  and threat detection,   277 ,  280  
  role in nonhuman mammal,   231  
  virtual ball tossing game,   218 f    

  Anterior insula (AI) 
  emotion perception,   20 ,  79  
  faces associated with disgusting behavior,   69  
  response to pain,   24–25 ,  26 ,  29  
  response to social exclusion,   244  
  response to unfair off ers,   195 ,  219  
  and valence,   150   

  Anterior medial frontal cortex (aMFC),   127  
  Anterior paracingulate cortex (APC) 

  in face perception,   42–45  
  in interaction with human and computer, 

diff erences,   222 ,  224 ,  224 f  ,  226  
  in person knowledge retrieval,   45 ,  49 f    

  Anterior temporal cortex (ATC) 
  in person knowledge system,   42 ,  49 f  ,  78   

  Anthropomorphism,   9 ,  124 ,  218 ,  219  
  Antidepressants,   230  
  Antisocial behavior,   32 

  in MAOA-L individuals,   239–40  
  social rejection and,   232   

  Anxiety 
  antidepressants,   230  
  and expectations,   21 ,  182  
  and fear coupled with gaze,   138  
  and self-reported anger,   182   

  Asymmetrical frontal cortical activity 
  and anger,   177 ,  179–80 ,  182–84 

  asymmetries related to, non-human species and,  
 183  

  brain imaging methods,   180–81  
  independent manipulation of approach 

motivation,   178–79  
  self-reported anger, research on,   180  
  slow rTMS,   179–80  
  state anger,   177–78  
  trait anger,   177  
  versus violence, neuronal research comparison,  

 181–82   
  motivational direction  

 and anger,   174  
  versus emotional valence,   174 ,  175–77  
  positive aff ect,   175   

  neuro-imaging methods primer,   174–75 
  alpha power, frequency range,   174  
  PET and fMRI, spatial resolution of,   174  
  raw EEG signal,   174  
  scalp-recorded electrical activity,   175   

  positive versus negative aff ect,   173   

  and insula, negative stimuli,   152–53  
  lesions, and emotional arousal,   252–56  
  non-evaluative and evaluative tasks,   151  
  in non-SPA condition,   196  
  in older population, x,   251–52  
  in patients with lesions, negative stimuli,   278  
  toward physically unattractive people,   277  
  to primary biologically relevant stimuli,   277  
  psychological well-being, relationship with,   278  
  race perception and perceived threat,   137  
  response to negative and positive valence,   203 , 

 277–78  
  and RVLPFC,   197–99  
  toward stigmatizing conditions,   277  
  stimulus, reaction to,   148 ,  150  
  threat-related emotions,   27  
  in younger population,   252   

  Amygdala/anterior temporal lesions,   252–54 ,  255  
  Anger,   27 ,  60 f  ,  168 ,  173–74 

  aggression associated with,   140 ,  175 ,  177 ,  179 ,  180  
  approach motivational direction  

 helplessness theory,   176  
  independent manipulation of,   178–79   

  asymmetrical frontal cortical activity and,   177–80 
  anger, approach motivation within,   178–79  
  frontal cortical activity and anger processing, 

manipulation of,   179–80  
  relationship of,   174  
  state anger,   177–78  
  trait anger,   177  
  versus violence, neural research,   181–82   

  and euphoria,   176  
  face evaluation,   59–60 

  behavioral intentions,   64  
  dominance component,   61–63  
  trait judgments,   61  
  valence component,   62–63   

  inhibition,   180  
  judgment of,   61 ,  63  
  off ensive aggression and,   175  
  processing,   179–80  
  self-reported,   180 

  and anxiety,   182   
  trait approach motivation,   176–77  
  versus violence,   181   

  Anterior cingulate cortex (ACC) 
  association with VLPFC,   218  
  confl ict monitoring model,   95 ,  107–9 ,  269–70 ,  279  
  crying baby dilemma, cognitive load study, using,  

 267  
  decision monitoring,   280  
  distress vocalizations production,   231  
  emotion stimuli,   27  
  evaluative processes, role of,   150  
  receiving unfair off ers, impact of,   219 ,  220  
  response to expectation–outcomes disparities,   

151  

Amygdala (cont.)
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  event-related brain potentials (ERPs),   85–86 ,  139  
  functional decomposition of,   264–65  
  imaging methods,   155 ,  180–81 ,  263  
  and mind, language levels of,   268  
  “moral center” of,   268–69  
  processing information, regions involved in,   275  
  research basis,   210 ,  237 ,  271  
  regions for activity,   10  
  response to fair versus unfair off ers,   218–19  
  response to genetic polymorphisms,   278–79  
  response to implicit aff ective associations,   106  
  response to implicit conceptual associations,   106  
  social and emotional aspects of,   274  
  social brain.   See  Social brain 
  social cognition separation,   3 ,  5 ,  77 ,  79  
  studies on,   218 ,  226   

  Capgras’ syndrome,   48  
  Caregivers,   229 ,  231 ,  238  
  Categorical thinking,   140  
  Caudate nucleus 

  cooperation and,   168  
  punishing non-reciprocating partner association 

with,   225 ,  225 f   
  responsive to human interactions,   226   

  Chicago Health, Aging, and Social Relations Study 
(CHASRS), subjective well-being,   250–51  

   Cogito ergo sum  ,  123  
  Cognitive neuroscience.   See also individual entries 

  contribution to social psychological theory,   3 
  social and nonsocial cognition, diff erence 

between,   4–6  
  social cognition, component processes of,   8–9  
  social cognition, primacy of,   9–10    

  Cognitive psychology,   102 ,  107 ,  210 ,  213  
  Competence, and personal inferences,   55 ,  56 ,  71 ,  151 

  in societal groups,   124 ,  125 ,  126  
  soul’s core competence,   265  
  stereotype content model,   126 ,  125 f    

  Compound social cues,   136 
  emotional expressions,   138–39  
  examination of,   140–41  
  eye gaze,   137–38  
  facial appearance,   136–37  
  and shared signal hypothesis,   139–40   

  Computer versus human interactions,   218 ,  222 ,  224 , 
 224 f  ,  226  

  Confl ict monitoring systems 
  anterior cingulate cortex (ACC) in,   108 ,  242 

  dorsal anterior cingulate cortex (dACC),   107 ,  111 , 
 230 ,  242 ,  243   

  impact of racial diff erences in,   96  
  prefrontal cortex (PFC) in,   95  
  and prejudice regulation,   109 ,  114 ,  135  
  and stereotype inhibition,   109–10   

  Contact, and dehumanized perception,   129 . 
 See also  Intergroup contact

  familiarity,   129  

  Attention defi cit hyperactivity disorder (ADHD),  
 191–92  

  Attitude,   42 ,  43 ,  44 ,  45 ,  86 ,  148–49 ,  154–55 ,  164 ,  268 
  toward anger,   177  
  concept of,   147  
  Iterative Reprocessing (IR) model,   148 ,  149 ,  155 ,  212  
  positive explicit,   104 ,  110  
  types of,   147   

  Attribution.   See  Mental state attribution 
  Autism,   4 ,  6 ,  10  
  Autobiographical information retrieval,   42 ,  46 ,  237 ,  275  
  Automatic evaluations,   149–50 

  and attitude objects,   147–48  
  in children,   153–54  
  versus controlled evaluations,   147 ,  149  
  emotional processing and,   149  
  nonrefl ective tasks,   149  
  prejudice,   147  
  prior associational history dependence,   148  
  refl ection altering,   152  
  survival value of,   148   

  Automatic processes,   16 ,  107 ,  149 ,  202 .  See also  
Automatic evaluations 

  Aversive stimuli,   47 ,  163 ,  175 ,  189 ,  219  

  Ball-tossing game,   232  
  Banishment,   275  
  Behavioral activation system (BAS),   175  
  Behavioral aggression.   See  Aggression 
  Behavioral inhibition system (BIS),   175  
  Behavioral regulation, perception,   94–98 

  and anterior cingulate cortex (ACC),   95  
  N200 response  

 to detected confl ict,   95  
  to Whites,   96   

  ongoing information processing, confl icts during,   95  
  semantic and evaluative associations, activation of,  

 94  
  shooter task, ERPs recording of,   95 

  armed Black responses,   94–95  
  unarmed Whites responses,   95    

  Behavior from Intergroup Aff ect and Stereotypes 
(BIAS),   126  

  Biographical information retrieval,   42 ,  46 ,  237 ,  275  
  Black faces,   138 ,  139 

  amygdala response to,   104 ,  105 ,  137 ,  153 ,  197  
  angry faces,   138 ,  139  
  and negative stimuli, racial IAT,   148 ,  153  
  and P300,   90 ,  91  
  prepotent stereotypic association with guns,   108  
  stereotypic activation,   93  
  versus White faces 

  implicit prejudice,   104  
  racial bias inhibition,   113–14    

  Brain.   See also specifi c brain regions 
  aging-brain model (ABM),   251–52 .  See also  Older 

population 
  baseline state of,   8–9 ,  10  
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  Dorsal anterior cingulate cortex (dACC),   108 f  ,  193 , 
 242 f  

  attention and motor control,   111  
  confl ict monitoring, racial bias,   107 

  self-regulation,   111   
  cortisol reactivity to social stressor assessment,  

 238–39  
  Cyberball task,   236–37 ,  238  
  “disapproving” facial expressions,   234  
  end-of-day social disconnection, study on,   237  
  MAOA-H versus MAOA-L individuals,   240 f   
  prejudice control,   112–13  
  response to social distress,   236  
  response to social pain,   233–35 ,  278–79  
  response to social rejection,   236 ,  238 ,  278  
  stress responses modulation,   238   

  Dorsolateral prefrontal cortex (dlPFC) 
  intuitive emotional response,   267  
  prejudice control, behavioral measure of,   115  
  receiving unfair off ers, impact of,   219   

  Dualists,   263 
  and associated beliefs,   270 

  bioethical debates,   270   
  environmental attitude,   271  
  mental illness thought,   271  
  on punishing criminals,   270–71  
  weakened body versus weakened mind,   271   

  Dual-process theory,   268 
  crying baby case,   266 

  ACC activation,   267  
  controlled “cognitive” voice,   266 ,  269  
  intuitive emotional response,   265 ,  269   

  footbridge case,   266–67 
  dlPFC activation,   267  
  intuitive emotional response,   267    

  Dynamic fi ltering theory,   162–63  
  Dysphoria,   249 ,  279  

  Elderly stereotype and slow walking,   199–200 .  
See also  Older population 

  Emotion.   See also specifi c emotions 
  animal study,   210  
  under direct processing,   26–29  
  human behavior, understanding,   210  
  human emotion  

 alteration of,   212–13  
  EEG, use of,   211  
  interdisciplinary nature of research on,   213  
  psychological models of,   210  
  as stimulus response,   213  
  as unitary construct,   21   

  impaired emotion,   212  
  information processing approach,   210  
  Iterative Reprocessing (IR) model,   212  
  negative,   168 

  and attenuated arousal,   255  
  diminished arousal to,   253 ,  254   

  overgeneralization mechanisms,   55  

  prior evidence related to,   129  
  rating data on,   129–30  
  similarity,   129   

  Contingent negative variation (CNV),   139  
  Criminal justice system, dualism,   270–71  
  Crying baby dilemma,   265–67  
  Cues processing,   22 .  See also  Emotional cues; 

Nonverbal cues; Social cues 
  Cyberball task 

  assessing social rejection by,   238  
  momentary social distress levels, assessing,   236–37   

  Default mode, in person knowledge system,   79  
  Dehumanized perception,   123–24 

  and contacts,   129 
  evidence related to,   129  
  familiarity,   129  
  similarity,   129  
  rating data on,   129–30   
  experimental social psychological evidence 

for   medial prefrontal cortex (mPFC),   126–27  
  rating data on,   128  
  self-report data,   127  
  theories of,   127–28 ,  128 n 1   

  mentalizing,   124–25  
  neural evidence for  
 neural data,   126  
  stereotype content model,   125–26    

  Depressive symptomatology,   249–50 
  in older population,   251   

  Direct processing,   19 ,  22 
  of emotion, neuro-imaging activation plots on,   28 f   
  neural players,   18  
  versus refl ective processing,   21–23 

  reappraisal,   23   
  of self and other,   23–29 

  emotional stimuli,   26–29  
  pain,   23–26  
  summary of,   29    

  Disgusting behavior 
  anterior insula response,   69  
  trait judgments,   61   

  Disruption eff ects 
  feeling into words impact,   190  
  neurocognitive mechanisms of,   188 ,  199  
  right ventrolateral prefrontal cortex (RVLPFC) in,  

 190–93   
  Distress vocalizations, ACC in,   231  
  Distributed object form topography hypothesis,   

40–41  
  Dominance,   61–63 

  face evaluation,   55 
  principal components analysis (PCA) to,   56–58  
  threatening faces relating to,   60–61   

  inferences of,   55  
  trait judgments,   57–60 ,  57 f  ,  66  
  and trustworthiness, computer modeling,   58–61   

Contact, and dehumanized perception (cont.)



SUBJECT INDEX 305

  and PFC regions of,   111  
  and prosocial behavior,   33  
  shared representation in,   29   

  End-of-day social disconnection,   237  
  Envy,   125 ,  126 ,

  dehumanized targets,   128  
  as social emotion,   130 ,  274   

  Episodic memory,   45–46 
  of signifi cant others, x,   42   

  Error-related negativity (ERN) indexes 
  confl ict monitoring,   108 

  on Black-tool trials,   109 f  ,  110 f   
  “good regulator” and “poor regulator” profi les,   110   

  and error-positivity waveforms, weapons 
identifi cation task,   112 f    

  Evaluation.   See also  Face evaluation
  current motivations and goals, infl uence by,   152 

  inhibiting negative evaluations,   153   
  deliberate,   151  
  meaning of,   149  
  processes,   149 

  anterior cingulate cortex (ACC) in,   150  
  higher- versus lower-order processes,   151    

  Event-related brain potentials (ERPs),   85–86 ,  139 
  advantages of,   85–86  
  components,   85 

  N200 component,   86   
  electrical brain activity, changes in,   85   

  Expectations,   21 ,  182  
  Explicit memory,   16 ,  203  
  Explicit processes, intergroup relations,   101 

  racial bias,   101–2   
  Expressive writing,   188–89 ,  190  
  Eye gaze,   40 ,  49 ,  55 ,  136 ,  137–38 ,  141 ,  223 

  in mentalizing,   124   

  Face evaluation.   See also  Black faces; Evaluation; Facial 
appearance; White faces

  and anger,   59–60 
  behavioral intentions,   64  
  dominance component,   61–63  
  trait judgments,   61  
  valence component,   62–63   

  behavioral and neuro-imaging studies on,   68  
  and dominance.   See  Valence and dominance, 

face evaluation 
  and emotional expressions,   55–56  
  inference,   56  
  principal components analysis (PCA),   56–58 

  positive versus negative judgments,   57  
  valence and dominance dimension,   57   

  social dimensions,   56 
  behaviors, impressions from,   68–70  
  dominance judgments,   57–60 ,  66  
  emotionally neutral faces,   56–58 ,  64–68  
  emotion overgeneralization mechanisms,   

61–64  
  face perception.   See  Face perception 

  psychological disorders treatment,   212–13  
  positive,   168  
  rating and age,   255 f   
  and refl ective processing  

 brain regions, dissociations in,   31  
  self-targets and other targets, overlap between,  

 29–31 t   
  social cues, interpretation of,   31   

  response to stimuli,   46 
  humans versus animals,   182  
  and visual recognition,   48   

  self-conscious,   168  
  in social or clinical domains,   210  
  social psychological paradigms,   211 

  neural models,   212   
  unilateral versus bilateral lesions, eff ects of,   254 f   
  valence,   252 f  

  and motivation,   210 ,  211  
  validity of,   211    

  Emotional cues,   26–27  
  Emotional decision-making,   168 

  economic decisions,   211–12  
  future directions,   168–69 

  emotions categories,   168  
  mixed emotional stimuli,   168–69   

  orbitofrontal cortex,   167–68 
  adaptive emotional infl uences,   167  
  damaged patient,   160–62  
  evaluation of,   163–64  
  mood manipulations, PET study on,   167  
  unfair off ers, negative emotional reaction to,   168  
  neuroscience research versus behavioral research,  

 163–64  
  physiological arousal, interpretation of,   163   

  neural basis of,   160–63 
  dynamic fi ltering theory,   162–63  
  reinforcement and reversal,   162  
  somatic marker hypothesis,   161–62   

  self-insight processes,   160  
  social psychological perspective  

 decision making, monitoring emotional 
infl uences on,   166–67  

  and experimentally induced emotionality,   164  
  and self-monitoring,   165–66  
  and spontaneous emotionality,   164–65    

  Emotionally neutral faces,   60 f  ,  61 ,  63 f  
  amygdala in,   64–65  
  two-dimensional model of,   56–58 ,  70   

  Empathic pain, direct processing,   23–26 ,  24 f  .  See also  
Pain; Physical–social pain overlap; Social pain

  brain interaction, circuit model of,   25 f   
  emotional cues, perception of,   26–27  
  motivational relevance,   24  
  self and other, overlapping activity for,   24  
  self-emotion and other emotion cues, activation 

peaks,   27  
  “shared representations,”   27 ,  29   

  Empathy,   18 ,  33–34 
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  Genetic polymorphisms and brain responses,   278–79  
  Glucose metabolism,   9 ,  9 n 1  
  Goals 

  context-specifi c,   16  
  pursuit of,   14   

  Go-NoGo task 
  RVLPFC activations in,   191   

  Gray’s theory, behavioral activation system (BAS),   175  
  Group membership 

  competence,   124 ,  125 ,  126  
  lack of,   275  
  and social emotions,   274  
  understanding emotional states of others,   276   

  Guilt, social emotions,   115 ,  220 ,  279 ,  280 
  guilty minds,   271  
  mentalizing,   276  
  as social emotions,   274   

  Happiness, face evaluation,   59–60 
  behavioral intentions,   64  
  dominance component,   61–63  
  trait judgments,   61  
  valence component,   62–63   

  Heart rate, and eye contact,   138  
  Helping behavior,   34  
  Human brain 

  and research, basis of,   210 ,  237 ,  271  
  social cognition, separation of,   3 ,  5 ,  77 ,  79  
  studies on,   218 ,  226   

  Human mirror neuron system (hMNS),   78  
  Human neocortex, size of,   217–18  
  Hypothalamus 

  empathic pain direct processing,   24–25  
  during self-related processing,   21   

  Immoral acts,   131 n 3  
  Implicit aff ective associations, brain activation,   106  
  Implicit Association Test (IAT),   8 ,  137 ,  148  
  Implicit biases,   102 

  social neuroscience contributions to,   103–5 
  Black versus White faces, amygdala activation,  

 104–5  
  “confl ict” pattern, views on,   104–5  
  startle–eyeblink response, assessment of,   105    

  Implicit conceptual associations, brain activation,   106  
  Implicit memory formation,   16  
  Implicit prejudice,   101–2 

  amygdala in,   103–4  
  Black versus White faces,   104  
  negatively valenced concepts,   102   

  Implicit versus explicit evaluations,   148  
  Impression formation,   3 ,  6 

  cognitive processes underlying,   54  
  from facial appearance,   54 

  dissociations in,   56    
  Inferior occipital gyri (OFA),   41  
  In-group versus out-group face processing,   137  
  Intentional versus unintentional emotion regulation,  

 189–90 

  face trustworthiness and face dominance, 
computer modeling of,   58–61  

  invariant facial features versus eye gaze,   55  
  principal components analysis (PCA),   57–60  
  trustworthiness judgment,   54 ,  56  
  valence component of,   66   

  emotionally neutral faces,   60 f  ,  61 ,  63 f  
  amygdala in,   64–65  
  trait judgment,   56 ,  61–62  
  two-dimensional model of,   56–58 ,  70   

  valence and dominance.   See  Valence and dominance, 
face evaluation  

  Face perception, x,   55 
  cognitive model,   41 ,  41 f  ,  55–56  
  distributed process, model of,   42 f   
  importance of,   40  
  new model for,   48–50   

  Face processing 
  defi cits,   217  
  in-group versus out-group processing,   137   

  Face-responsive regions.   See also specifi c regions 
  core system,   41 ,  49 f   
  extended system,   42 ,  49 f    

  Facial appearance,   136 .  See also  Black faces; Face 
evaluation; White faces

  electoral success, prediction of,   55  
  military rank attainment, prediction of,   55  
  race perception  

 face processing and fusiform,   136–37  
  perceived threat and amygdala,   137   

  social outcomes, prediction of,   54   
  Fair versus unfair off ers, brain activation,   218–19 

  fMRI study,   220  
  left  and right frontoinsular cortices, of male,   220 f   
  in ultimatum game (UG),   219 f    

  Familiar face representation,   42–43  
  Flanker task, RVLPFC activations in,   191  
  Frontal cortical activity.   See also  Asymmetrical frontal 

cortical activity
  and anger processing,   179–80  
  in race bias,   115  
  self-reported anger and anxiety,   182  
  and violent individuals, reduction in,   181–82   

  Frontal eye fi elds (FEFs) 
  cognitive judgments involving,   31  
  in mental state inference,   32   

  Frontal lobe lesions, patients with,   275–76  
  Functional imaging research,   15–16 

  on familiar face representation of,   43   
  Fusiform Face Area (FFA),   40–41  
  Fusiform gyrus (FG) 

  facial identity information,   55  
  lateral part, in social brain system,   78  
  and perception, inconsistencies in,   42   

  Galvanic skin response,   69 
  and eye contact,   138   

  Gaze.   See  Eye gaze 

Face evaluation (cont.)
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  evaluative,   139 ,  150 ,  153 ,  252 ,  276  
  mentalizing,   7 ,  8  
  moral, x,   265–268 ,  269 ,  276 ,  277  
  nonemotional,   27 ,  29 ,  192  
  nonevaluative,   150  
  nonmentalizing,   7  
  of object,   5  
  of others,   18 ,  19  
  of people,   5 ,  8  
  of self,   8 ,  18 ,  19  
  of similar other,   8  
  of traits,   56–67 ,  69–71  
  refl ective,   31–32  
  targets of,   5 ,  8   

  Lateral occipital (LO) area,   78  
  Lateral parietal cortex observation 

  for cognitive task,   4   
  Lateral PFC 

  implementing intentional responses, race bias,   113  
  negative emotional evaluations,   153  
  in orchestrating behavior,   115   

  Left  frontal cortex 
  and anger inhibition,   180  
  and hypomania/mania,   176  
  positive aff ect traits and states,   211  
  self-reported state anger and behavioral aggression,  

 182–83   

  Medial prefrontal cortex (mPFC) 
  amygdala and RVLPFC,   198–99  
  anterior medial frontal cortex (aMFC),   127  
  for cognitive task, observation of,   4  
  decision-making epoch, cooperative subjects,   224 f   
  externally oriented processes, links with,   111  
  internal versus external cues, bias,   110–12  
  observation for cognitive task,   4  
  orbital medial frontal cortex (oMFC),   127  
  personality, lesion impacting,   275  
  in person knowledge system,   78  
  posterior medial frontal cortex (pMFC),   127  
  prejudice control,   107 ,  113  
  self-relevant information,   275 ,  276  
  and social orienting task,   6  
  supporting support mentalizing,   276   

  Mentalizing,   124–25 .  See also  Th eory of mind (ToM)
  judgment,   7   

  Mental state attribution,   8–9 
  ToM tasks,   276   

  Momentary social distress 
  versus end-of-day social disconnection,   237  
  neural regions associated with,   238   

  Monoamine oxidase-A (MAOA) polymorphism 
  and aggression,   239–41  
  allelic variants in,   240  
  and antisocial behavior,   239–40   

  Moral judgment,   265 
  controlled “cognitive” voice,   265–66  
  dualist conception of,   269 

  aff ective state writing,   190  
  appraisal studies,   189  
  feeling states verbalization,   190  
  fMRI studies,   189  
  placebo eff ects,   189  
  therapeutic techniques, benefi ts of,   190   

  Interactive games, social brain in,   226–27 .  See also  
Social brain

  caudate nucleus in,   225 ,  226  
  computer versus human interactions,   218  
  face processing defi cits, examination of,   217  
  potent social stimuli,   222–24 

  “stone, paper, scissors,” game,   222  
  UG and PG game,   222–23  
  watching movie, fMRI study on,   223   

  real social interactions, imaging studies of,   217  
  social cognitive neuroscience, goal of,   218  
  social decision making, probing neural correlates of,  

 224–26 
  real human partners, trust game with,   224   

  social emotions, probing neural correlates of,  
 218–22 

  anterior cingulate cortex (ACC) activation in,   218  
  empathy, neural correlates of,   219  
  iterated prisoner’s dilemma game, positive and 

negative emotions,   220  
  iterated trust game, ventral caudate activation in,  

 221  
  single-shot PD game, unreciprocated cooperation,  

 221 f  ,  222  
  ultimatum game (UG), fair versus unfair off ers,  

 218–19  
  virtual ball tossing game,   218 f    

  theory of mind (ToM), neural correlates of,   222–23 , 
 226   

  Intergroup bias 
  dual process approach to,   101–2  
  negatively valenced concepts,   102  
  and neurocognitive functions,   103 t   
  prejudice and stereotyping,   101   

  Intergroup contact, dehumanized perception,   125  
  International Aff ective Picture Series (IAPS), emotional 

arousals,   252–53  
  Interpersonal interaction, cognitive demands of,   4  
  Interpersonal relationships 

  depressive symptomatology and,   250  
  face evaluation,   57   

  Interracial interaction, challenges in,   101  
  Intrinsic person knowledge system,   79  
  Intuitive emotional response,   265 ,  267 ,  269  
  Iowa Gambling Task,   161  
  Iterative reprocessing (IR) model 

  evaluative processes,   149 ,  155  
  neural circuitry,   212  
  refl ective processes,   148   

  Judgment 
  cognitive,   23 ,  31  
  emotional,   192–193  
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  average signal change, stimuli response,   252  
  cognitive functioning,   250 ,  256  
  depressive symptomatology in,   249–51  
  emotional goals and regulatory strategies,   252  
  response to positive negative stimuli,   251–52 ,  256  
  social behavior,   256 ,  257  
  social cognition, mood modulating,   249  
  socio-emotional selectivity,   250–51  
  subjective-wellbeing,   250–51  
  valence judgments,   256   

  One back repetition detection, for identity,   42  
  Orbital medial frontal cortex (oMFC),   127  
  Orbitofrontal cortex (OFC) 

  bilateral regions in evaluative process,   150  
  in computerized board game,   222 f   
  cortical damaged patient  

 behavior,   164  
  diminished emotion,   164  
  emotion suppression,   162–63 ,  164  
  emotion generation,   164–65  
  facial expressions of embarrassment,   164  
  fi nancial decisions making ability,   161–62  
  personal and inappropriate information 

disclosure,   165   
  decision making, monitoring emotional infl uences 

on,   166–67 
  hurtful emotion cues,   167  
  negative neutral pictures,   166   

  and emotional decision making,   160 ,  163–64  
  and experimentally induced emotionality,   164 

  neural studies and behavioral studies, emotion 
measurement,   164   

  function of,   211–12  
  lesions with, x  
  and self-monitoring,   165–66 

  impaired self-insight,   166   
  and spontaneous emotionality,   164–65   

  Others, representation of 
  in mentalizing,   124  
  and social neuroscience,   77–79   

  Oxygen metabolism,   9 ,  9 n 1  

  Pain.   See also  Empathetic pain; Physical–social pain 
overlap; Social pain

  anterior cingulate cortex (ACC) response to,   24 ,  25 , 
 26 ,  29  

  anterior insula (AI) response to,   24–25 ,  26 ,  29  
  associated neural regions,   232–33  
  social and physical pain, relationship between,  

 235–36  
  of social estrangement,   229 

  language research on,   230  
  pharmacological research on,   230    

  Perceiving humanity.   See  Dehumanized perception 
  Personifi cation of animals and objects,   124  
  Person knowledge retrieval,   49 f  ,  78 

  distributed process for,   40–42 ,  43–45  
  emotional memory,   46–48  

  brain functions,   269   
  intuitive emotional response,   265   

  Moral reasoning, in mentalizing,   125  
  Motivational direction 

  versus avoidance, x  
  versus emotional valence,   175–77 

  approach orientation and anger,   176  
  BIS and BAS sensitivity,   175  
  learned helplessness theory,   176  
  self-assurance and state anger,   176  
  trait approach motivation, anger and,   176–77    

  Motor inhibition, in ADHD,   191–92  
  Motor skill learning,   107  

  Negative aff ect and symbolic processing,   189–90 
  candidate mechanism,   191–93  
  clinical applications,   200–201 

  high-arousal negative images,   200  
  spider phobic skin conductance responses,   201   

  cognitive-behavioral therapy,   188  
  disruption eff ects redux,   197–99  
  emotions  

 semantic network of representations,   203  
  uncontrollability of,   188   

  past negative experiences, disclosure of,   188–89  
  RVLPFC  

 and inhibition,   191–92  
  and symbolic processing of aff ect (SPA),   192–93   

  social cognitive implications,   201 
  automaticity and control,   201–2  
  semantic versus embodied emotion,   202–3   

  unfair off ers versus pride, neural response,   195   
  Negative attitudes, justifi cation of,   151–52  
  Negative biases, and Black facial appearance,   141  
  Negatively valenced concepts 

  implicit biases,   102   
  Negative moods, impact of,   249  
  Negative social emotions,   274  
  Negative stimuli 

  emotion suppression towards,   164  
  versus positive stimuli,   167–68   

  Negative stressful experiences, and social support,   238  
  Neural activation,   16  
  Neural person knowledge system,   79  
  Neural players, processing mode,   18  
  Neuroimaging literature,   4–5 ,  7 ,  15 ,  16  
  Nonaff ective beliefs, judgment about,   23  
  Nonmentalizing judgment,   7  
  Nonsocial orienting task, for memory,   6  
  Nonthreatening faces,   60–61  
  Nonverbal cues,   20 ,  24  

  Off ensive aggression and anger,   175  
  Older population 

  age-related psychological changes,   250–52 
  aging-brain model (ABM),   251–52   

  amygdala lesions and emotional arousal,   252–56  

Moral judgment (cont.)
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  regulation,   109 ,  114 ,  135  
  and stereotyping,   101   

  Principal components analysis (PCA),   56–60 ,  57 f  ,  62 f   
  Prosocial behavior,   15 ,  33 ,  34  
  Prosopagnosics,   56 ,  70  
  Psychological processes, perceptions and,   15  
  Psychopathy,   10 ,  241  

  Race perception 
  face processing,   136–37  
  perceived threat and amygdala,   137  

  racial bias  
 interpersonal judgments, impact on,   102   

  racial-incongruity eff ects,   91–93 ,  92 f  
  N100 results,   91  
  P200s results,   91  
  P300 results,   91  
  race categorization task, studies with,   91   

  racial prejudice,   101 
  amygdala, role of,   103–4   

  for unambiguous faces,   91   
  Real social interactions, imaging studies of,   217  
  Refl ective processes/processing,   148 

  in children,   154  
  impacting current evaluation,   151  
  in prefrontal cortex (PFC),   18 ,  148  
  regions associated with,   23  
  of self and other,   29–33 

  emotion,   29–31  
  refl ective judgment types,   31–32    

  Reinforcement and reversal, emotional decision-
making,   162  

  Repetition suppression paradigm,   8  
  Repetitive transcranial magnetic stimulation (rTMS),  

 173  
  Retributivist, punishment,   271  
  Right anterior cingulated cortex (rACC),   111 ,  226 

  internal versus external cues, bias,   110–12  
  prejudice control,   107 ,  113   

  Right anterior prefrontal cortex 
  evaluative processes,   150   

  Right ventral prefrontal cortex (RVPFC) 
  ball-tossing game, distress relationship,   232  
  fMRI study of,   232 ,  233 f    

  Right ventrolateral prefrontal cortex (RVLPFC),  
 190–93 

  anatomical projections to limbic regions,   193  
  disruption eff ects  

 neurocognitive mechanisms of,   188 ,  199   
  in emotional behavior regulation,   194  
  fair versus unfair off ers, neural responses,   195  
  fi nancial bargaining game, overcoming unfair off ers 

in,   194–95  
  IBS patients, scanning of,   194  
  in increased pain analgesia,   193  
  and inhibition,   191–92 ,  213  
  motor inhibition, ADHD patients with,  

 191–92  

  episodic memory,   45–46  
  familiar face representation,   42–43  
  fMRI studies,   43  
  theory of mind,   45   

  Person learning mechanisms, brain damage and,   69 
  patient with hippocampus lesion,   69–70   

  Person perception.   See  Behavioral regulation, 
perception; Event-related brain potentials 
(ERPs);  also specifi c perceptions  

  Physical–social pain overlap,   229 ,  232–36 .  See also  
Empathetic pain; Pain; Social pain

  ball-tossing game, excluded participants,   232  
  dACC in,   230 ,  232 

  distress, association with,   232   
  data supporting,   230  
  language research on,   230  
  neuropsychological and neuroimaging research on,  

 230  
  pharmacological research on,   30 

  painkillers,   230   
  psychological research,   230  
  shared sensitivities to,   235–36 

  behavioral study, measuring pain by,   235  
  Cyberball game, heat stimuli exposure,   235    

  Physiological stress reactivity, reduction of,   238  
  Posterior cingulate (PCC) 

  emotion perception,   20  
  self-directed thought,   21   

  Posterior cingulate/precuneus (PCC/PC) 
  in face knowledge retrieval of,   42–45  
  in person knowledge retrieval of,   78   

  Posterior medial frontal cortex (pMFC),   127  
  Posterior superior temporal sulcus (pSTS),   41 

  in person knowledge retrieval of,   45  
  in social brain system,   78   

  Preconscious judgments,   154  
  Precuneus, episodic memories,   152  
  Prefrontal cortex (PFC),   147 

  and aff ective inferences,   32  
  conscious refl ective processes,   148  
  dorsal and ventral regions,   20  
  elaborative processing,   152  
  higher-level cognitive processes,   182  
  “mirror neurons,”   18  
  orbitofrontal (OFC),   24 ,  25  
  N200 results, confl ict detection,   95  
  negative aff ect inhibition, left  PFC,   182  
  posterior cingulate (PCC),   21 

  pain, impact of,   29   
  refl ective processing,   18  
  self and other, judgment about,   18  
  self-regulation,   280  
  self-relevant information,   275  
  Stroop task,   114  
  zone of convergence,   21–22   

  Prejudice,   147 
  control,   107 ,  112–13 

  behavioral measure,   115   
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  Shared signal hypothesis, and compound social cues,  
 139–40  

  Simulation theory,   7  
  Single-cell recording, facial identity,   55  
  Situational goals,   16  
  Social brain 

  ACC, suppressing unwanted thoughts,   280  
  banishment,   275  
  cortical and subcortical region functions,   276  
  evolutionary psychology and social cognition,  

 274  
  frontal lobe lesions, patients with,   275–76  
  human social groups, survival in,   275  
  hypothesis,   77 ,  217  
  in interactive games.   See  Interactive games, social 

brain in 
  out-group members, encounters with,   279–80  
  self-awareness,   275–76  
  self-regulation,   279–80  
  social behavior, neural mechanisms supporting,   274  
  threat detection,   277–79   

  Social categorization, perception from 
  attentional selection  

 N100 component,,   87 ,  88 f   
  N200 component,   87 ,  88 f    

  behavioral regulation, perception,   94–98  
  ERPs use,   85–86  
  impressions formation, assumptions leading to,   86  
  P300 research,   88–90  
  perceivers’ goals, eff ects of,   90–91  
  race and gender, perceptions on,   86–90  
  racially ambiguous faces, perception of,   91–93  
  social category cues, views on,   93  
  stereotypes and prejudice, activation of,   93–94  
  working memory, impact on,   88   

  Social cognition 
  component processes of,   8–9  
  dual-process models in,   101 

  behaviors, explanation of,   102   
  fundamental problem of, x  
  and nonsocial cognition, diff erence between,   4–6  
  primacy of,   9–10   

  Social cognitive neuroscience (SCN) 
  action, situations impact on,   15  
  commonalities and diff erences, examination of,   15  
  distinction,   15  
  emotional stimuli,   26–29  
  emergence of,   15  
  empathic concern, feeling of,   33 ,  34  
  empathic pain, direct processing,   23–26  
  functional imaging research, studies on,   15–16  
  goal of,   14 ,  15 ,  218  
  information processing, modes of,   16–17  
  person perception phenomena,   16 t  

  dual-process models on,   17–18   
  refl ective control, occurrence of,   17  
  refl ective processing, self versus other,   29–33  
  self and other perception in,   18–19 

  negative aff ect, symbolic processing of,   192–93  
  placebo eff ects,   193  
  race bias,   113  
  reappraisal, fMRI studies of,   194  
  social pain, regulation of,   194  
  SPA to,   195–97 

  aff ect labeling study,   196 f   
  and non-SPA processing, race,   196–97  
  “racematch” task fMRI studies,   197    

  Rostral anterior cingulate cortex (rACC),   108 f  ,  111–12 , 
 193 ,  242 f   

  Secondary emotions,   34 ,  128 n 1 ,  128 n 2 .  See also  
Emotion 

  Seeing is believing, human brain,   264  
  Selective serotonin reuptake inhibitors (SSRIs),   249  
  Self and other perception.   See also specifi c perceptions 

  brain activations, studies on,   20  
  dual-process models in,   19–33   

  Self and other similarity, in SCN,   14–34  
  Self-regulation 

  and evaluative processing,   154–55 
  attitude research,   147  
  automatic processing,   149–50  
  cognitive development and ,   153–54  
  conscious expression and elaboration,   150  
  and iterative reprocessing,   148–49  
  prefrontal brain regions, role of,   147  
  refl ective processes,   148   

  and interactive processes,   150–53 
  amygdala activation,   153  
  current evaluation, refl ective processing 

impacting,   151  
  expectations and outcomes, detecting disparities 

between,   151  
  negatively valenced stimuli,   152  
  precuneus, episodic memories,   152  
  single stimulus evaluation,   151  
  stimuli, Black faces as,   153  
  stimulus incongruities from environment,   151   

  in intergroup relations  
 detecting bias and engaging control,   107–9  
  implicit race bias,   103–5 ,  107  
  implicit stereotyping versus implicit prejudice,  

 105–7  
  intended egalitarian response,   114–16  
  intentional responses,   113–14  
  internal versus external cues,   110–12  
  race bias activation and control, social 

neuroscience model of,   101–2 ,  116  
  regulating racial responses,   109–10  
  social neuroscience approach,   102–3  
  unwanted racial biases, inhibition of,   113–14    

  Semantic links, bias,   102  
  Separating own mind from others’,   14–15 .  See also  

Social cognitive neuroscience (SCN) 

Right ventrolateral prefrontal cortex (RVLPFC) 
(cont.)
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  negative stressful experiences, regulating,   238  
  Trier Social Stress Task,   238–39   

  Social targets, perception,   16  
  Social world,   3 ,  10 ,  14 ,  15 ,  33 ,  236 ,  238 ,  274  
  Socio-emotional selective theory,   250–52 

  versus aging-brain model,   251–52   
  Somatic marker hypothesis,   161–62 

  complex situations and somatic change,   161  
  Iowa Gambling Task,   161  
  poor decision making,   161   

  State anger,   173 ,  177–78  
  Stereotype Content Model (SCM),   125–26  
  Stereotypes and prejudice, activation of,   93–94 

  sequential priming task,   93 
  Black race, negative associations with,   94  
  P200 and N200 results,   94  
  sports, guns associated with,   94    

  Stigmatized group 
  amygdale and insula activation,   153  
  negative attitudes justifi cation,   151–52   

  Stimulus 
  activation associated with,   23  
  amygdala and insula activation  

 for negative stimuli,   152–53 ,  155  
  for positive stimuli,   152   

  controlling aff ective reactions to,   154   
  Stroop tasks, RVLPFC activations in,   191  
  Subjective well-being and aging brain.   See  Older 

population 
  Superior temporal sulcus (STS) 

  cues processing,   22  
  emotion perception,   20  
  observation for cognitive task,   4  
  ToM tasks, mental state attributions,   276   

  Symbolic processing of aff ect (SPA),   213  

  Talk therapies,   188  
  Target and processing mode,   20–23 

  direct versus refl ective processing,   21–23  
  on neuro-imaging activation peaks,   20 f   
  self versus others,   20–21 

  emotion perception and social cognition,   20  
  processing steps overlap,   21  
  related activation peaks,   21    

  Temporoparietal junction (TPJ) 
  “direct other” emotional stimuli,   28  
  in face knowledge retrieval of,   42–45  
  mental state judgments,   31  
  observation for cognitive task,   4  
  in person knowledge retrieval of,   45 ,  78  
  ToM tasks, mental state attributions,   276–77   

  Th eory of mind (ToM),   4 ,  18 ,  20 ,  27 ,  43–44 ,  78 
  empathy and cooperation,   276  
  imaging studies,   224  
  mPFC regions associated with,   25  
  neural correlates of,   222–23 ,  226  
  neuro-imaging literature on,   276  
  in person knowledge retrieval of,   45  

  judgment, target of,   19  
  “motor theories,”   18   

  self–other overlaps,   23–33  
  social cognition.   See  Social cognition 
  social targets,   19  
  target and processing mode, main eff ects of,   20–23   

  Social cues 
  compound social cues,   136 

  emotional expressions,   138–39  
  examination of,   140–41  
  eye gaze,   137–38  
  facial appearance,   136–37  
  and shared signal hypothesis,   139–40   

  and related components, ERPs,   86 
  inverted and blurred faces, response to,   93  
  racially ambiguous faces, studies with,   93  
  waveforms morphology,   93    

  Social emotions 
  long-lasting social emotions,   274–75  
  long-term relationships promotion,   274  
  societal norms and moral values, adherence to,  

 274   
  Social estrangement, pain of,   229 

  language research on,   230  
  pharmacological research on,   230 

  “painkillers,”   230    
  Social network, understanding of,   9  
  Social neuroscience,   264 .  See also  Social cognitive 

neuroscience (SCN)
  meaning of,   102  
  philosopher’s perspectives on,   268–70  
  scientist’s perspectives on,   268  
  use of,   268   

  Social orienting task, for memory,   6  
  Social pain.   See also  Empathetic pain; Pain; 

Physical–social pain overlap
  and aggression,   239–41  
  consequences of,   229  
  dACC response to,   233–35 ,  238–39 ,  278–79  
  experiential correlates of,   229–48  
  genetic correlates of,   239–41 

  antisocial behavior,   239  
  MAOA and aggressive behavior,   239  
  neuroimaging techniques, use of,   239  
  socio-emotional sensitivity,   239–40   

  versus hunger pain,   229  
  for infant and caregivers,   229  
  neurocognitive correlates of,   229–48  
  physical–social pain overlap, in humans,   232–36  
  in real-world interactions, understanding,   236  
  rejection sensitivity, scoring of,   234  
  research, unresolved issues and future directions in,  

 241–44   
  Social psychology,   15 

  dual-process models in,   17–18  
  issues in,   101 ,  184   

  Social support, stress-protective eff ects of,   238–39 
  caregiving, importance of,   238  
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  emotional expressions,   138–39  
  eye gaze,   137–38  
  facial appearance,   136–37   

  Valence and dominance, face evaluation,   55 
  face variations, computer modeling of,   58–61 

  advantages,   59  
  data-driven statistical model,   58  
  emotion expressions studies,   59–60  
  testing subliminal eff ects,   59  
  threatening faces,   60–61  
  two-dimensions model,   59  
  validation studies,   59   

  principal components analysis (PCA) to,   56–58  
  threatening faces relating to,   60–61   

  Valenced information,   152  
  Ventral ACC (vACC) 

  PTSD and depression,   279  
  to social feedback,   278 ,  279   

  Ventral caudate activation 
  in iterated trust game,   221   

  Ventrolateral prefrontal cortex (VLPFC) 
  and self-reported distress, negative correlation 

between,   218   
  Violence,   181–82  
  Virtual ball tossing game,   218 f   
  Visual familiarity,   47–48  
  Visual perception.   See also specifi c perceptions 

  and face processing,   136   
  Visuospatial stimuli,   31  

  Warmth, in societal groups,   125  
  Weakened body versus weakened mind,   271  
  White faces,   138–39 

  versus Black faces  
 implicit prejudice,   104  
  racial bias inhibition,   113–14   

  and positive stimuli, racial IAT,   148   

  Zone of convergence,   21–22     

  prisoner’s dilemma game, insular cortex  response,  
 277  

  ultimatum game,   277  
  temporoparietal junction (TPJ),   276–77   

  Th eory–theory posits,   7  
  Th reatening faces,   60–61 ,  234  
  Tonic activity, PET,   174  
  Trait anger,   173 ,  177  
  Trait interpersonal hypersensitivity, MAOA-H 

individuals,   240  
  Trait judgments 

  from computer modeled faces,   58–61  
  from cues, construction of,   61  
  from emotionally neutral faces,   56 ,  61–62 

  facial features, resemblance of,   64   
  positive behaviors, faces associated with,   70  
  principal components analysis (PCA),   57 ,  62 f    

  Trustworthiness, face evaluation,   56 
  amygdala’s response to,   64–65  
  nonlinear response to,   67  
  principal components analysis (PCA),   56 ,  57 f    

  Trustworthiness judgment,   54 ,  56 ,  57 f  ,  59 
  amygdala’s response,   64–65  
  nonlinearity of,   61  
  in testing emotional perception,   63  
  valence component for,   65 ,  67   

  Ultimatum game (UG),   218–19 ,  219 f  ,  222–23 ,  277  
  Unfair treatment, neural systems response to,  

 226–27 
  fMRI study on,   220  
  left  and right frontoinsular cortices, in male,   220 f   
  ultimatum game (UG),   219 f  

  computer partners,   219  
  human partners,   219    

  Unintentional emotion regulation,   189–90  
  Us versus them, perceiving out-groups,   135–36 

  compound social cues and shared signal hypothesis,  
 139–40  

Th eory of mind (ToM) (cont.)
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