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Preface

Lesson learned should be lesson practiced.

Oil and gas project management refers to the unique requirements of man-
aging science, technology, and engineering aspects of projects in the oil and 
gas industry. This book presents step-by-step application of project man-
agement techniques to managing oil and gas projects. The book uses the 
Project Management Body of Knowledge (PMBOK®) framework from the 
Project Management Institute (PMI) as the platform for the topics covered. 
The book also strongly advocates a world systems approach to managing oil 
and gas projects and programs. Both quantitative and qualitative techniques 
are covered in the book. Thus, the book addresses technical and managerial 
aspects of projects in the oil and gas industry. Technical project management 
is the basis for sustainable national advancement, which often depends on 
the development of the oil and gas industry. As such, managing oil and gas 
projects effectively is essential for national economic  vitality. Project man-
agement is the process of managing, allocating, and timing resources to 
achieve a given goal in an efficient and expeditious manner. The objectives 
that constitute the specified goal may be in terms of time, costs, or technical 
results. A project can range from the very simple to the very complex. Due 
to its expanding utility and relevance, project management has emerged as 
a separate body of knowledge that is embraced by various disciplines rang-
ing from engineering and business to social services. Project management 
techniques are widely used in many endeavors, including construction 
management, banking, manufacturing, engineering management, market-
ing, health care delivery systems, transportation, research and development, 
defense, and public services. The application of project management is par-
ticularly of high value in science, technology, and engineering undertakings, 
such as we have in the oil and gas industry. In today’s fast-changing IT-based 
and  competitive global market, every enterprise must strive to get ahead 
of the competition through effective project management in all facets of its 
operations.

Project management represents an excellent basis for integrating various 
management techniques such as statistics, operations research, Six Sigma, 
computer simulation, and so on within the oil and gas industry operations. 
The purpose of this book is to present an integrated approach to project man-
agement for oil and gas projects. The integrated approach covers the concepts, 
tools, and techniques (both new and tested) of project management. The ele-
ments of the PMBOK provide a unifying platform for the topics covered in the 
book. The book is intended to serve as a reference book for planners, project 
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operators, stakeholders, designers, project managers, business managers, 
consultants, project analysts, senior  executives, project team members, mem-
bers of project management office, project customers, functional managers, 
trainers, and researchers. It can also serve as a guidebook for technical con-
sultants and as a textbook resource for students and educators. It is also useful 
as a supplementary reading for practicing engineers and as a handbook for 
field operators. It will appeal to petroleum industry professionals because of 
its focused treatment of oil and gas projects.

The book also contains case examples of applications of project manage-
ment tools and techniques to real-life project scenarios. These could serve as 
lessons learned for best practices in project management.

Adedeji Badiru
Samuel Osisanya
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1

1
World Systems Framework for Oil 
and Gas Industry

A systems view of the world is what is required to keep industry well oiled.

Energy is critical to the success and advancement of the society. Energy sup-
ply is needed for heating, cooling, and lighting our homes, business, and 
industry. Modern communication facilities in the society function only 
when consistent energy supply is assured. Since all our modern commercial 
activities are highly interlinked, we must view the whole as a system of sys-
tems (SoS) of economic activities. Lorincz (2008) reminded us that the “thirst 
for oil and gas won’t be satisfied any time soon.” This is a sentiment that is 
shared by most people both within and outside the oil and gas industry. It is 
forecasted that the need to find replacement supplies of oil and gas to match 
the global demand for energy will continue to encourage massive capital 
spending in the industry around the world. Much of such investments will 
be directed at executing multinational projects. Based on the rapid growth of 
the economies of China and India, the long-term outlook for the oil and gas 
industry is quite positive. We just have to ensure that projects are planned, 
organized, controlled, and executed constructively through global alliances. 
The international market price of crude oil is the most crucial factor deter-
mining the consumer-level price for petroleum-based products. This means 
that the price of gasoline at the pump is mainly determined by the world-
wide demand for and supply of crude oil. According to estimates from the 
International Energy Agency (IEA),* the world’s primary energy needs are 
expected to grow by 55% between 2005 and 2030, with the demand reach-
ing 17.7 billion tonnes of oil equivalent, compared with 11.4 billion tonnes 
in 2005. The current market of 2012–2013 is already experiencing being on 
pace with that demand curve. The challenges that oil and gas projects will 
continue to face fall in the following categories:

• Technical challenges

• Managerial challenges

• Human resource challenges

Rigorous and disciplined applications of project management tools and 
techniques can help mitigate these challenges.

* http://www.iea.org/stats/index.asp; accessed April 30, 2012.
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A Multitiered Systems View

It is a systems world. To be successful, all industries must consider a systems 
view of their options. This is particularly most critical for the oil and gas 
industry, where many multifaceted factors are interlinked. If you do not think 
that everything is globally connected, consider this fact: A Boeing 747-400 has 
six million parts (half of which are fasteners) made in 33 different countries.

This shows that the fates of industries are interconnected throughout the 
entire world in terms of production and consumption activities, particularly 
in the oil and gas sector (Badiru, 2009). This makes it mandatory that we take 
a systems view of the world when dealing with oil and gas projects. With 
one-third of the electricity produced on Earth being used to power electric 
light bulbs, we must all work together to pursue more efficient practices. The 
first quarter of 2012 saw a significant rise in global crude oil prices. After 
closing 2011 at $108 per barrel, Brent spot prices exceeded $125 per barrel 
by early March, from whence it traded within a relatively narrow range for 
the remainder of the month. This price increase reflected changes in global 
oil supplies, as significant unplanned disruptions in production from coun-
tries that are not members of the Organization of the Petroleum Exporting 
Countries (OPEC) countered the recovery in Libyan production. Project 
management must address these types of developments in day-to-day opera-
tions in the oil and gas industry. According to an assessment by the U.S. 
Geological Survey (USGS),* excluding the United States, the world holds an 
estimated 565 billion barrels (bbo) of undiscovered, technically recoverable 
conventional oil; 5606 trillion cubic feet (tcf) of undiscovered, technically 
recoverable conventional natural gas; and 167 bbo of undiscovered, techni-
cally recoverable natural gas liquids (NGL). The report includes mean esti-
mates of undiscovered but technically recoverable conventional oil and gas 
resources in 171 geologic provinces of the world. These estimates include 
resources beneath both onshore and offshore areas. All these numbers repre-
sent technically recoverable oil and gas resources, which are those quantities 
of oil and gas producible using currently available technological and indus-
trial practices, regardless of economic or accessibility considerations. This 
assessment does not include reserves—accumulations of oil or gas that have 
been discovered, are well defined, and are considered economically viable. 
To tap into the proven and estimated oil and gas reserves, many countries 
must come together in systems-based synergistic national alliances. A sys-
tems view of the energy world is, thus, required.

This book uses the project framework view from the field of industrial and 
systems engineering in consonance with the fundamentals of petroleum 
engineering. Industrial engineering deals with the design and development 
of integrated systems of people, machines, and information resources for producing 

* http://www.doi.gov/news/pressreleases/USGS; released April 18, 2012.
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products and services. This is precisely what happens in the oil and gas indus-
try because of the multifaceted requirements of the industry. Apart from the 
nuclear projects, no other projects generate as much environmental senti-
ments as projects in the oil and gas industry. Thus, formal project manage-
ment should be an essential part of planning, organizing, scheduling, and 
controlling projects in the industry. Those who support or oppose oil and gas 
projects are often uninformed about the merits and demerits of the projects. 
The techniques of project management can help mitigate such awareness 
problems. There is a correlation between the application of project manage-
ment and better business performance. For this reason, a framework based 
on an SoS modeling is very essential for the oil and gas industry. There are 
three closely linked global challenges:

 1. Increasing energy demand

 2. Environmental and climate change

 3. National and global security

Attendant with these challenges are the related concerns of science and 
technology developments, management of research and development, and 
global economic advancement. The major activities of an oil and gas com-
pany revolve around the following elements:

• Exploration

• Drilling and production

• Transportation

• Refining

• Marketing

Each of these requires a formal and rigorous application of project man-
agement. For example, exploratory drilling does the following:

• Establishes that hydrocarbons exist

• Determines the quality; oil and gas ratio

• Establishes the extent of the reservoir

• Conducts an economic value of the resource

• Designs a development plan; how the reservoir is to be developed 
for maximum recovery

Drilling and production require project management for

• Designing platform

• Substructure, top side facilities
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• Fabrication

• Installation

• Drilling (early production)

• Environmental issues

• Production (separate oil, gas, and water)

• Transportation

• Pipelines

• Off load directly onto tankers

Drilling economics focuses on

• Optimum drilling practices

• Cost per foot

• Break-even curve

Multinational projects particularly pose unique challenges pertaining to 
reliable power supply, efficient communication systems, credible govern-
ment support, dependable procurement processes, consistent availability of 
technology, progressive industrial climate, trustworthy risk mitigation infra-
structure, regular supply of skilled labor, uniform focus on quality of work, 
global consciousness, hassle-free bureaucratic processes, coherent safety and 
security system, steady law and order, unflinching focus on customer sat-
isfaction, and fair labor relations. Assessing and resolving concerns about 
these issues in a step-by-step fashion will create a foundation of success for a 
large project. While no system can be perfect and satisfactory in all aspects, 
a tolerable trade-off on the factors is essential for project success. Figure 1.1 

Oil and gas business process

Customer
requirements

Quality goals Production
capabilities

Cost Schedule
Management partnership

Technical partnership
Integration of competencies

Enhanced project delivery

FIGURE 1.1
The oil and gas business process.
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shows an illustration of the oil and gas business environment and the typical 
factors impinging upon the industry.

Figure 1.2 shows the projection of energy demands as the world popula-
tion grows. The statistics show that oil and gas constitute a major portion of 
the world’s energy production. The increasing demand for energy has led to 
furious searches for alternate sources as well as intensification of the exploi-
tation of the existing sources. Figure 1.3 suggests using current technology 

FIGURE 1.2
World energy production and projection of demand.

FIGURE 1.3
Using current technology to mitigate climate change due to carbon emission.
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to mitigate the climate change problems. Fortunately, the dire energy situ-
ation often creates new innovation and creativity that can facilitate a rapid 
 convergence of technological, political, economic, and managerial  processes. 
Figure 1.4 shows the distribution of world energy consumption by sources as 
of 2010 in millions of tons of oil equivalent. As in the case of production, the 
data show that the oil and gas industry is a major responder to world energy 
demands.

Some Case Examples

Some case examples of the world system of the oil and gas industry are pre-
sented here. Figure 1.5 shows a typical small-scale “pecking” oil well on a 
private land in Oklahoma.

As the world’s known oil and gas reserves are running out, the hunt 
for more is on, even in more remote places on Earth. One such area is the 
Barents Sea, off the northernmost tip of Norway and neighboring Russia. 
Both Norwegian and Russian authorities say that the potential for future 
fossil energy exploration in this region is quite enormous. Meanwhile, 
environmentalists warn of the danger to the fragile Arctic environment. 
Norway’s StatoilHydro had won the right to join in developing the vast 
Shtokman gas field. This ended the long uncertainty over one of the world’s 
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largest untapped deposits of oil and gas. Technical challenges abound in 
many of the exploration fields because they often exhibit diverse topo-
graphical, geographical, geological, and environmental properties with far-
reaching social implications. For this reason, no oil and gas project can be 
undertaken in isolation. World system considerations must be brought to 
bear on all projects, using SoS approaches. The lessons learned from Arctic 
and subarctic operations can serve as starting templates for other projects 
around the world.

A large sinkhole that formed in south Texas’s oil and gas region in 2008 is 
an example of the interrelationships of several factors dealing with human 
issues, technology availability, and economic development. The incident 
renewed questions about the effects of enormous volumes of barrels of 
saltwater injected into the ground each year as a by-product of oil and gas 
drilling. High energy prices have led to a surge in drilling across Texas and 
other states, much of it in older oil fields that tend to produce large volumes 
of saltwater along with crude oil. Meanwhile, new technologies for produc-
ing natural gas use millions of gallons of water to crack open gas-bearing 
rocks—yielding contaminated water that must then be disposed of, usu-
ally underground. This process, called fracking (hydraulic fracturing), has 
generated a lot of debate and concerns in many communities. Most notable 
in recent times is the case of fracking in Ohio. Hydraulic fracturing, known 
as fracking for short, involves injecting water, sand, and chemicals deep 
into the ground at high pressure to crack the shale and allow the oil or 

FIGURE 1.5
Private small-scale “pecking” oil well on private land in Oklahoma.



8 Project Management for the Oil and Gas Industry

gas to flow out and be tapped. Some of the opponents of fracking claim 
that fracking is responsible for the frequent wave of earthquakes in the 
region. As a part of the overall project development, the full human and 
environmental impacts of fracking must be assessed. But at the same time, 
the economic development impacts must be recognized and factored into 
a multiattribute analysis. As energy companies snap up leasing rights in 
Wayne County (Ohio), some residents are optimistic, but environmental-
ists are worried. Only a full open-access analysis can allay the fears of all 
stakeholders.

In 2006, the Texas oil and gas industry injected 6.7 bbo of liquid, mostly 
water, beneath the ground, and experts say that the amount has been ris-
ing as new wells have multiplied and old wells are revived. Federal regu-
lators, environmentalists, and community groups worry that lax oversight 
is allowing some of the water—which can be 10 times as salty as seawa-
ter and often contains oil, heavy metals, and even radioactive material—to 
escape from underground reservoirs. That could lead to the contamination 
of underground drinking water supplies, the pollution of soil and surface 
water, and more sinkholes as underground structures are eroded. Critics 
have argued that project oversights are lax or nonexistent. A comprehensive 
systems project management approach centered on communication, coop-
eration, and coordination may defuse many of the pending issues. Figure 
1.6 emphasizes the interrelated challenges of energy generation, transmis-
sion, distribution, and consumption. Figure 1.7 shows an example of natural 
gas flaring, a practice common in some parts of gas-producing developing 
countries. Figure 1.8 illustrates the mega-sized structures and investments 
associated with energy ventures.

FIGURE 1.6
Interrelationships of energy generation, transmission, distribution, and consumption.
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FIGURE 1.7
Natural gas flaring in a developing country.

FIGURE 1.8
Mega structures of oil and gas investments.
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Energy Costs

According to a report by Pound (2010), in the United States, a state’s energy 
portfolio can play a significant role in determining electricity prices. 
Figure  1.9 illustrates the three key factors that determine energy prices. 
These U.S. averages vary by region and market, depending on the age of the 
infrastructure and the fuel mix. Some of the least-expensive electricity is 
generated by existing coal and nuclear plants. Nonetheless, the cost of elec-
tricity from new power plants of any type is significantly higher until capital 
costs are recovered. When a state builds new power plants, it is likely to raise 
rates, regardless of the technology.

High prices encourage natural gas companies to focus on oil drilling. 
With oil prices above $100, even the most natural-gas-focused companies 
are increasing their oil drilling in the United States as a way to diversify. 
In recent years, U.S. energy companies have concentrated most of their 
domestic production efforts on natural gas as the biggest, easiest-to-get 
deposits of domestic crude oil are depleted. Some companies have intensi-
fied drilling for oil in Colorado and Texas, including in the Barnett Shale, 
which has a vast hydrocarbon reserve that had previously been known 
primarily for gas, not oil. The prices of both commodities have escalated 
drastically since the beginning of the year. However, the rise for oil has 
been steadier than that of gas in recent years. This is because natural 
gas is more difficult to transport and store. It is also more prone to sea-
sonal fluctuations. Reports indicate that more than 80% of approximately 
1,800 drilling rigs working in the United States in early 2012 were going 
after gas. Reports also indicate that the number of oil rigs working in the 

FIGURE 1.9
Major components of U.S. electricity prices (cents per kWh and share of total). (Based on data 
from U.S. Energy Information Administration, Annual Energy Outlook, 2010.)
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United  States was up 28% from 2011 to 2012 while gas-focused drilling 
rose by 1.4% over the same period. The Marcellus Shale, a layer of rock that 
stretches from upstate New York to eastern Ohio and as far south as West 
Virginia, may be a major source of natural gas in the future. The Marcellus 
Shale has been known for more than a century to contain gas, but it was 
generally not seen as economical to tap. Recent improvements in recovery 
technology, sharply higher natural gas prices, and strong drilling results 
in a similar shale formation in north Texas are changing the playing field 
of oil and gas exploration. It has been confirmed that parts of the country 
where energy supplies were long thought to be largely depleted are sud-
denly finding a new lease on exploration life cycle. The oil and gas indus-
try is already aggressively buying mineral rights in Pennsylvania, where 
the Marcellus Shale appears to be thickest. It is estimated that more than 
20 oil and gas companies will invest $700 million in 2012 in developing 
the Marcellus Shale. This bodes well for the application of systems-based 
project management tools and techniques. Another confirmation of the 
interconnectedness of markets is the 2012 report linking the sharp rise in 
the sale of pickup trucks to the increased activities in oil and gas explora-
tions. Apparently, the caliber of those working or seeking employment 
in the oil and gas industry is in alignment with those who drive pickup 
trucks. The most likely type of vehicle to be spotted in the parking lot of 
oil and gas companies are pickup trucks, which is coveted in that industry 
for their rugged dependability.

Education and Workforce Development Issues

There is no other industry that is so global and aggressive in educational 
programs and workforce development as the oil and gas industry. The indus-
try itself is large with operational tentacles reaching all parts of the world. 
The most aggressive nations pursuing oil and gas education and workforce 
development are the developing nations with newly discovered reserves. 
The resource-rich developing nations produce more oil and gas graduates 
than the United States and Europe. This large and steady supply of petro-
leum graduates from the developing nations is helping to mitigate the over-
all shortage of technical workforce for the industry. The nations are, thus, 
chipping away at the educational advantage typically held by Western coun-
tries. Traditionally, the top U.S. schools such as the University of Oklahoma 
and Texas A&M had provided most of the world’s petroleum graduates. But 
in recent years, Brazil, Argentina, Nigeria, and other nations are making dra-
matic inroads into the production of petroleum graduates. While many of the 
new graduates are employed by Western oil and gas companies, many are 
also joining their nation-based companies. A key part of the education and 
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skills of these foreign nationals should include training in the  management 
fields, particularly project management, to buttress their technical assets. 
The educational infrastructure should be viewed and managed as a part of 
the overall world system of the oil and gas industry.

System of Systems Framework

This book advocates using an SoS framework so that all factors of impor-
tance can be included in the overall design and execution of projects in the 
oil and gas industry.

What Is a System?

A system is a collection of interrelated elements working together synergis-
tically to achieve a set of objectives. The composite output of a system is 
greater than the sum of the individual outputs of its components. A sys-
tems view of a process facilitates a comprehensive inclusion of all the factors 
involved in the process.

What Is System of Systems?

SoS engineering is an interdisciplinary approach focusing on the synergistic 
integration of the elements making up a composite complex system, which is 
made up of other systems. Each subsystem of an SoS is a complete system in 
its own right. Some of the elements of an SoS include

• Self-regulation

• Self-adjustment

• Self-resolution

• Environmental sensitivity (i.e., interaction with prevailing operating 
conditions)

• Consolidation of capabilities

• Coordinated input–process–output relationships

• Structural interfaces between the systems within the SoS

• Composite equilibrium of the systems making up the SoS

• Value trading and transfers between the systems in the overall SoS
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SoS facilitates an appreciation of what each system brings to the table in the 
overall assessment of the value created by the SoS. The oil and gas industry, 
as an SoS, will encompass such elements as the market system, the social sys-
tem, the environmental system, the national development system, the national 
security system, the economic system, the regulatory system, the legislative 
system, the financial services system, and so on. Each of these examples is, 
itself, composed of smaller systems. Taking a world systems view of the oil 
and gas industry ensures that we appreciate all the components and factors 
that can impinge upon the success or failure of the  industry. An SoS approach 
transforms the individual capabilities of the  system entities into a collective 
capability to meet specific requirements as summarized below:

• Systems that are individually developed, managed, and operated 
function as autonomous components of one or more SoS.

• All systems within an SoS provide appropriate functional capabili-
ties to each of the other elements in the SoS.

• The development and management of an SoS explicitly consider the 
political, financial, legal, technical, social, organizational, and opera-
tional characteristics of each element in the SoS.

• SoS recognizes and embraces the larger pool of stakeholders that 
results from bringing several systems together.

• SoS can accommodate changes to its conceptual, functional, physi-
cal, and spatial operating boundaries without negative impacts on 
its managerial processes.

• SoS exhibits a collective behavior representing dynamic interactions 
with the operating environment so that it can adapt and respond to 
meet or exceed requirements.

What Is a Project System?

Any project is essentially a collection of interrelated activities, people, tech-
nology, resources, work processes, and other assets brought together in the 
pursuit of a common goal. The goal may be in terms of generating one of the 
following:

 1. Physical product (e.g., producing a maintenance spanner or a drill 
bit for oil and gas)

 2. Service (e.g., providing accounting templates for oil and gas business)

 3. Result (e.g., achieving a desired profit margin or meeting oil and gas 
production schedule)
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Thus, a systems project management can be defined as follows:
Systems project management for the oil and gas industry is the process of 

using a systems approach to manage, allocate, and time resources to achieve 
enterprise-wide goals in an efficient and expeditious manner, considering all 
global ramifications.

Figure 1.10 illustrates a world systems view of the several factors and rami-
fications that affect the oil and gas industry. The most common basis for 
implementing an SoS view is the application of systems engineering.

What Is Systems Engineering?

Systems engineering is the application of engineering to solutions of a mul-
tifaceted problem through a systematic collection and integration of parts 
of the problem with respect to the life cycle of the problem. It is the branch 
of engineering concerned with the development, implementation, and use of 
large or complex systems. It focuses on specific goals of a system considering 

Environmental
issues

Social

im
pacts

Price

fluctuatio
ns

Supply and

dem
and issues

D
ev

el
o

p
m

en
t

co
st

Exploration
limitationsWorkforce

educatio
n and

tra
ining

Supply logisti
cs

Sanctions and

embargoes

Natio
nal

allia
nces

Global oil a
nd gas

industr
y

M
arket forecast

New
technologies

Government
regulatory

requirements

Reserve
assessment

FIGURE 1.10
World systems view of the oil and gas industry.



15World Systems Framework for Oil and Gas Industry

the specifications, prevailing constraints, expected  services,  possible behav-
iors, and structure of the system. It also involves a consideration of the activi-
ties required to assure that the system’s performance matches the stated 
goals. Systems engineering addresses the integration of tools, people, and 
processes required to achieve a cost-effective and timely operation of the 
system.

Embracing Project Management

The rapid evolution of technology and environmental sensitivity in a 
dynamic global market creates increasing challenges for those who plan 
and execute oil and gas projects. Thus, project management tools and 
techniques are essential in the overall scheme of an oil and gas business. 
A coordinated application of systems engineering and project manage-
ment can help increase the bottom line of the oil and gas industry. Systems 
engineering helps to identify an inclusive framework under which all 
the components would work together. Project management provides 
the mechanisms through which specific work and objectives within the 
framework would be accomplished. The following project definitions are 
essential:

Project: A project is traditionally defined as a unique one-of-kind endeavor 
with a specific goal that has a definite beginning and a definite end. The 
Project Management Body of Knowledge (PMBOK®) defines a project as a 
temporary endeavor undertaken to create a unique product, service, or 
result. Temporary means having a defined beginning and a definite end. 
The term “unique” implies that the project is different from other projects in 
terms of characteristics.

Project management: Badiru (2012) defines project management as the pro-
cess of managing, allocating, and timing resources to achieve a given goal in 
an efficient and expeditious manner.

PMBOK defines project management as the application of knowledge, 
skills, tools, and techniques to project activities to achieve project objectives.

Identification of stakeholders: Stakeholders are individuals or organiza-
tions whose interests may be positively or negatively impacted by a proj-
ect. Stakeholders must be identified by the project team for every project. 
A common deficiency in this requirement is that employees of the proj-
ect organization are often ignored, neglected, or taken for granted during 
the identification of stakeholders. As the definition of stakeholders clearly 
suggests, if the interests of the employees can be positively or negatively 
affected by a project, then the employees must be viewed as stakeholders. 
For the oil and gas industry, in particular, the local community that can 
be impacted one way or the other should be included in the list of project 
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stakeholders. A failure to do this adequately is the source of the global 
angst between energy-related industries and local communities around the 
world. For a successful overall outcome of a project, the local community 
should be considered as vital as the production staff of the oil and gas 
industry. A list of stakeholders in an oil and gas project may include all of 
the following:

• Customers

• Project owner

• Project sponsor

• Project operator

• Project financier

• Contractors and subcontractors

• Associated companies

• Local communities

• Project manager

• Project teams

• Industry shareholders

Figure 1.11 shows a hierarchical structure and interrelationships of some 
of the factors involved in the development of an oil and gas project. With 
an estimated $22 trillion of investment in supply infrastructure in the com-
ing years, there will be recurring opportunities to apply the tools and tech-
niques of project management.

Oil and gas project development

Capital Technology

Machinery Human Materials Financing Reliability Changes

Population Welfare Economy

FIGURE 1.11
Hierarchical structure of factors in oil and gas project development.
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The Gasoline Pump System

Since project management is found everywhere, all project participants will 
find the systems approach to be very beneficial. A good example of a sys-
tems design that we are all familiar with is the gas pump. Have you ever 
considered all the factors and requirements that go into the operation of a 
gas pump? The pump must exhibit a high level of reliability,  dependability, 
and durability as it operates in a wide range of operating conditions, includ-
ing extreme cold in winter and extremely high temperatures in the sum-
mer. For the pump to operate just right, all factors must interface perfectly 
as expected. The operation of that pump, as we have all come to expect, is 
similar to how a good project is supposed to operate.

Quantitative Systems Modeling

Classical control system focuses on control of the dynamics of mechanical 
objects, such as a pump, electrical motor, turbine, rotating wheel, and so on. 
The mathematical basis for such control systems can be adapted (albeit in 
iconical formats) for organizational management systems, including project 
management. This is because both technical and managerial systems are 
characterized by inputs, variables, processing, control, feedback, and output. 
This is represented graphically by input–process–output relationship block 
diagrams. Mathematically, it can be represented as

 z = f(x) + ε, (1.1)

where
z = output
f(.) = functional relationship
ε = error component (noise, disturbance, etc.)

For systems-based multivariable cases, the mathematical expression is rep-
resented as vector–matrix functions as shown below:

 Z = f(X) + E, (1.2)

where each term is a matrix. Z is the output vector, f(.) is the input vec-
tor, and E is the error vector. Regardless of the level or form of mathemat-
ics used, all systems exhibit the same input–process–output characteristics, 
either quantitatively or qualitatively. The premise of this book is that there 
should be a cohesive coupling of quantitative and qualitative approaches in 
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managing a project system. In fact, it is this unique blending of approaches 
that makes systems application for project management more robust than 
what one will find in mechanical control systems, where the focus is primar-
ily on quantitative representations.

Cost–Schedule–Quality Constraints

Systems management is the pursuit of organizational goals within the con-
straints of time, cost, and quality expectations. The iron triangle model 
depicted in Figure 1.12 shows that project accomplishments are constrained 
by the boundaries of quality, schedule, and cost. In this case, quality repre-
sents the composite collection of project requirements. In a situation where 
precise optimization is not possible, there will need to be trade-offs between 
these three factors of success. The concept of iron triangle is that a rigid tri-
angle of constraints encases the project. Everything must be accomplished 
within the boundaries of schedule (time), cost (budget), and quality (per-
formance requirements). If better quality is expected, a compromise along 
the axes of time and cost must be executed, thereby altering the shape of the 
triangle. The trade-off relationships are not linear and must be visualized in 
a multidimensional context. This is better articulated by a 3-D view of the 
system constraints as shown in the box. Scope requirements determine the 
project boundary and trade-offs must be done within that boundary. If we 
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Project system constraints of cost, schedule, and quality.
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label the eight corners of the box as (a), (b), (c), . . ., (h), we can iteratively 
assess the best operating point for the project. For example, we can address 
the following two operational questions:

 1. From the point of view of the project sponsor, which corner is the 
most desired operating point in terms of a combination of require-
ments, time, and cost?

 2. From the point of view of the project executor, which corner is the 
most desired operating point in terms of a combination of require-
ments, time, and cost?

Note that all the corners represent extreme operating points. We notice 
that point (e) is the do-nothing state, where there are no requirements, 
no time allocation, and no cost incurrence. This cannot be the desired 
operating state of any organization that seeks to remain productive. Point 
(a) represents an extreme case of meeting all the requirements with no 
investment of time or cost allocation. This is an unrealistic extreme in any 
practical environment. It represents a case of getting something for noth-
ing. Yet, it is the most desired operating point for the project sponsor. By 
 comparison, point (c) provides the maximum possible for requirements, 
cost, and time. In other words, the highest levels of requirements can be 
met if the maximum possible time is allowed and the highest possible 
budget is allocated. This is an unrealistic expectation in any resource-
conscious organization. You cannot get everything you ask for to execute 
a project. Yet, it is the most desired operating point for the project execu-
tor. Considering the two extreme points of (a) and (c), it is obvious that 
the project must be executed within some compromise region within the 
scope boundary.

System of Systems Value Modeling

A technique that can be used to assess the overall value-added components 
of a process improvement program is the systems value model (SVM), which 
is an adaptation of the manufacturing system value (MSV) model presented 
by Troxler and Blank (1989). The model provides an analytical decision aid 
for comparing process alternatives. Value is represented as a p-dimensional 
vector:

 V = f(A1, A2, . . ., Ap) (1.3)

where A = (A1, . . ., An) is a vector of quantitative measures of tangible and 
intangible attributes. Examples of process attributes are quality, throughput, 
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capability, productivity, cost, and schedule. Attributes are considered to be a 
combined function of factors, x1, expressed as
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where {xi} is a set of m factors associated with attribute Ak (k = 1,2, . . ., p) and 
fi is a contribution function of factor xi to attribute Ak. Examples of factors 
include reliability, flexibility, user acceptance, capacity utilization, safety, 
and design functionality. Factors are themselves considered to be composed 
of indicators, vi, expressed as
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where {vj} is a set of n indicators associated with factor xi (i = 1,2, . . ., m) and zj 
is a scaling function for each indicator variable vj. Examples of indicators are 
project responsiveness, lead time, learning curve, and work rejects. By com-
bining the above definitions, a composite measure of the value of a process 
can be modeled as

V f A A A

f f z v f z

p

i j j

j

n

i

m

i j

=

=


























==
∑∑

( , , , )

( ) ,

1 2

11
1

1



(( ) , , ( )v f z vj

j

n

i

m

i j j

j

n

i== =
∑∑ ∑







































11
2

1

2


==
∑




























1

m

p

k

(1.6)

where m and n may assume different values for each attribute. A subjective 
measure to indicate the utility of the decision maker may be included in the 
model by using an attribute-weighting factor, wp to obtain a weighted PV:

 PVw = f(w1 A1, w2 A2, . . ., wp Ap) (1.7)

where
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With this modeling approach, a set of process options can be compared on 
the basis of a set of attributes and factors. This quantitative approach fits the 
SoS approach perfectly.
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Example of System Value Modeling

To illustrate the above modeling approach, suppose three information tech-
nology (IT) options are to be evaluated based on four attribute elements, 
capability, suitability, performance, and productivity, as shown in Table 1.1.

For this example, based on Equations 1.1 and 1.4, the value vector is defined 
as

 V = f(capability, suitability, performance, productivity) (1.9)

Capability: “Capability” refers to the ability of a particular IT technology 
to satisfy multiple requirements. For example, a certain IT equipment may 
only provide computational service. A different piece of equipment may be 
capable of generating reports in addition to computational analysis, thus 
increasing the service variety that can be obtained. The levels of increase in 
service variety from the three competing equipment types are 38%, 40%, and 
33%, respectively.

Suitability: “Suitability” refers to the appropriateness of the IT equipment 
for current operations. For example, the respective percentages of operating 
scope for which the three options are suitable are 12%, 30%, and 53%.

Performance: “Performance,” in this context, refers to the ability of the IT 
equipment to satisfy schedule and cost requirements. In the example, the 
three options can, respectively, satisfy requirements on 18%, 28%, and 52% 
of the typical set of jobs.

Productivity: “Productivity” can be measured by an assessment of the per-
formance of the proposed IT equipment to meet workload requirements 
in relation to the existing equipment. For our example, the three options, 
respectively, show normalized increases of 0.02, −1.0, and −1.1 on a uniform 
scale of productivity measurement. A plot of the histograms of the respec-
tive “values” of the three IT options is shown in Figure 1.13. Option C is the 
best “value” alternative in terms of suitability and performance. Option B 
shows the best capability measure, but its productivity is too low to justify 
the needed investment. Option A offers the best productivity, but its suit-
ability measure is low. The analytical process can incorporate a lower control 
limit into the quantitative assessment such that any option providing a value 
below that point will not be acceptable.

TABLE 1.1
Comparison of Information Technology Value Options

IT Options

Suitability 

(k = 1)

Capability 

(k = 2)

Performance 

(k = 3)

Productivity 

(k = 4)

Option A 0.12 0.38 0.18 0.02

Option B 0.30 0.40 0.28 −1.00

Option C 0.53 0.33 0.52 −1.10
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The relative weights used in many justification methodologies are based on 
subjective propositions of decision makers. Some of those subjective weights 
can be enhanced by the incorporation of utility models. For example, the 
weights shown in Table 1.1 could be obtained from utility functions. There is 
a risk of spending too much time maximizing inputs at “point-of-sale” lev-
els with little time-defining and refining outputs at the “wholesale” systems 
level. Without a systems view, we cannot be sure whether we are pursuing 
the right outputs.

Engineering Project Management

Using a project structure allows groups to come together to pursue coor-
dinated engineering innovation in the oil and gas industry. Many of the 
grand challenges of engineering, compiled by the U.S. National Academy 
of Engineering (NAE) in 2008, have implications for the energy industry. 
The extract from the NAE document on the 14 grand challenges reads: “In 
sum, governmental and institutional, political and economic, and personal 
and social barriers will repeatedly arise to impede the pursuit of solutions 
to problems. As they have throughout history, engineers will have to inte-
grate their methods and solutions with the goals and desires of all society’s 
members.” The above statement emphasizes the relevance of holistic systems 
thinking in problem solving for sustainability solutions. The 14 grand chal-
lenges are listed below:

 1. Make solar energy economical: Solar energy provides less than 1% of 
the world’s total energy, but it has the potential to provide much, 
much more.

 2. Provide energy from fusion: Human-engineered fusion has been dem-
onstrated on a small scale. The challenge is to scale up the process 
to commercial proportions, in an efficient, economical, and environ-
mentally benign way.
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FIGURE 1.13
Relative system value weights of three IT options.
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 3. Develop carbon sequestration methods: Engineers are working on ways 
to capture and store excess carbon dioxide to prevent global warming.

 4. Manage the nitrogen cycle: Engineers can help restore balance to the 
nitrogen cycle with better fertilization technologies and by captur-
ing and recycling waste.

 5. Provide access to clean water: The world’s water supplies are facing 
new threats; affordable, advanced technologies could make a differ-
ence for millions of people around the world.

 6. Restore and improve urban infrastructure: Good design and advanced 
materials can improve transportation and energy, water, and waste 
systems, and also create more sustainable urban environments.

 7. Advance health informatics: Stronger health information systems not 
only improve everyday medical visits, but they are essential to coun-
ter pandemics and biological or chemical attacks.

 8. Engineer better medicines: Engineers are developing new systems to 
use genetic information, sense small changes in the body, assess 
new drugs, and deliver vaccines.

 9. Reverse-engineer the brain: The intersection of engineering and neuro-
science promises great advances in health care, manufacturing, and 
communication.

 10. Prevent nuclear terror: The need for technologies to prevent and 
respond to a nuclear attack is growing.

 11. Secure cyberspace: It is more than preventing identity theft. The criti-
cal systems in banking, national security, and physical infrastruc-
ture may be at risk.

 12. Enhance virtual reality: True virtual reality creates the illusion of actu-
ally being in a different space. It can be used for training, treatment, 
and communication.

 13. Advance personalized learning: Instruction can be individualized 
based on learning styles, speeds, and interests to make learning 
more reliable.

 14. Engineer the tools of scientific discovery: In the century ahead, engi-
neers will continue to be partners with scientists in the great quest 
for understanding many unanswered questions of nature.

We do not know of any industry that is not touched by these global chal-
lenges. The oil and gas industry has a direct role to play in all the areas 
listed because energy is the foundation for accomplishing the goals stated in 
the grand challenges. This requires the application of project management 
tools and techniques to bring about new products, services, and results effi-
ciently within cost and schedule constraints. Society will be tackling these 
grand challenges for the foreseeable decades, and project management is one 
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avenue through which we can ensure that the desired products, services, 
and results can be achieved. With the positive outcomes of these projects 
achieved, we can improve the global quality of life. Some of the critical issues 
to address are

• Strategic implementation plans

• Strategic communication

• Knowledge management

• Evolution of virtual operating environment

• Structural analysis of projects

• Analysis of integrative functional areas

• Project concept mapping

• Prudent application of technology

• Scientific control

• Engineering research and development

Role of Emerging Nations

Ladislaw (2011) documents the roles of rapidly emerging countries in energy 
development trends around the world. One of the least understood, but 
potentially important, trends in the energy field is how the development pri-
orities of emerging economies are shaping energy markets around the world. 
Emerging economies are expected to make up the bulk of growth in the 
demand for energy in the coming decades. It is estimated that countries out-
side the Organization for Economic Cooperation and Development (OECD) 
will account for more than 80% of the expected demand growth between 
2008 and 2035. Recognized as the global focus of energy expansion, the 
emerging economies will increasingly influence how new energy markets 
develop and function. The interrelated commercial frameworks, technology 
development and sharing, international regulatory developments, and alter-
nate fuel preferences will dictate how the global system will operate. This 
will influence how energy companies compete. Project efficiency will form 
a key component of the energy market dynamics. Many global energy com-
panies are developing new exploration and marketing strategies that pay 
attention to the local contents of their operations. This responsive approach 
will help open up new energy markets in developing nations. The approach 
and contents of this book provide a project systems basis for increasing the 
success and market competitiveness for the oil and gas industry around the 
world.
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2
Characteristics of Oil and Gas Projects

You have to speculate to accumulate. (An old West saying for mineral 
prospecting in Western United States) (Dodge, 1941)

Fundamentally, there is no business like the oil and gas business. The industry 
affects almost everything else in the general consumer market. The need to 
develop practical, efficient, and cost-effective energy infrastructure has never 
been more urgent. Developments in solar, wind, nuclear power, biofuels, and 
new oil and gas technologies have necessitated strategic project management 
practices. The influence sphere of oil and gas has grown dramatically over the 
years. A big decline in distributor costs of oil and gas directly drives a large 
portion of wholesale prices. Thus, it should be of interest to the general public 
to manage oil and gas projects so as to lower operating costs that can spread 
positively to consumer marketplace. As a demonstration of the influence of the 
industry, in 2012, Delta Airlines (Reuters, 2012) may have followed the cliché, 
“If you can’t beat them, join them.” Recognizing that its financial results and 
operating costs are closely tied to fuel prices, the airline decided to bid on an oil 
refinery. This price hedging approach is expected to be followed by other non-
energy-based large corporations in the coming years. Risk is also an inherent 
part of the oil and gas industry. Risk management must be a core component 
of a company’s project management portfolio in the oil and gas industry. Risks 
can be mitigated, but not eliminated. In fact, risk is the essence of any enter-
prise. In spite of government regulations designed to reduce accident risks in 
the energy industry, accidents will occasionally happen. Government regula-
tors can work with oil and gas producers to monitor data and operations. This 
will only preempt a fraction of potential risks of incidents. For this reason, 
regulators must work with operators to ensure that adequate precautions are 
taken in all operating scenarios. Government and industry must work together 
in a risk-mitigation partnership, rather than in an adversarial “lording” rela-
tionship. There is no risk-free activity in the oil and gas business. For example, 
many of the recent petroleum industry accidents involved human elements—
errors, incompetence, negligence, and so on. How do you prevent negligence? 
You can encourage nonnegligent operation or incentivize perfect record, but 
human will still be human when bad things happen. Operators and regulators 
must build on experiences to map out the path to risk reduction in operations.

Very few industries spark the sort of mixed sentiments that the oil and 
gas industry experiences. One day, ExxonMobil is hailed as the leader of 
Fortune 500 companies in 2012 first quarter earnings (Money, 2012). The next 
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day, Mexican Oil Company, Petróleos, faced widespread opposition for the 
project to drill at extraordinary depths in the Gulf of Mexico (Businessweek, 
2012). On yet another day, British Petroleum (BP) was criticized for the way 
it handled the initial postspill days following the Gulf of Mexico oil spill 
accident, which occurred in April 2010 (BBC, 2012). All the mixed sentiments, 
emotions, and reactions that result have direct impact on the management of 
oil and gas projects.

Projects in the oil and gas industry are characterized by huge investments, 
massive interfaces, and complex engineering endeavors. The size and com-
plexity of these projects require special attention in the project management 
process. Risks are a big part of oil and gas projects. The opening quote in this 
chapter as well as the Latin dictum, “Spera optimum para pessimum”—Hope 
for the best, prepare for the worst—provide a fitting platform for approaching 
oil and gas projects. Because you never know what you might find (or not find) 
in oil and gas projects, more attention needs to be paid to project planning, 
organization, control, and contingencies. Many aspects of the oil and gas busi-
ness can benefit from better project management practices. The span of proj-
ects of interest in the oil and gas industry includes the selected sample below:

General operations

• Economics of the market

• Financing

• Product marketing

• Government relations

• Regulations

• Inspections

• Regulatory oversight

• Quality checks

• Compliance assessment

• Corporate alliances

• Human resources

• Hardware and software infrastructure

Exploration and development

• Forecasting

• Geological research

• Discoveries

• Reserves

• Area drilling
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Drilling and production

• Drilling operations

• Production operations

• Field start-ups

• Unconventional resources

Processing

• Refining

• Operations

• Construction

• Capabilities

• Petrochemicals

• Gas processing

• New plants

• Capacities

• Liquefied petroleum gas (LPG) markets

Transportation

• Tankers

• Liquefied natural gas (LNG)

• Pipelines

To set a backdrop for potential project management scenarios in the oil 
and gas industry, a brief collection of snip-bits in the industry is presented in 
the sections that follow.

Government Involvement

One of the operating constraints affecting the oil and gas industry is the typical 
involvement of governments of the developing countries. Under national joint 
venture agreements, the government of a developing country may own (or be 
involved in) as much as 40% of an oil company. In some cases, a government 
may seek to have majority ownership. In 2012, in a bold nationalistic move, 
Argentina sought to gain control through majority stake (i.e., >50%) in oil com-
panies, foreign or domestic, that are operating in the country (Fox News, 2012).
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Fate of Refineries

A key fact about the oil business is that the oil industry is at refining capac-
ity, which is more of the reason why prices are so high, and not because 
of shortage of supply of crude. Environmental policy has stifled any new 
construction of refineries because of extreme regulatory requirements. Oil 
companies have no incentive to build new refineries because this solves a 
national problem (security, economy, etc.) but is not economically sound for 
them. They are making money with the current infrastructure and have no 
reason to expand. More research should be directed at reducing the over-
all risk to the global oil and gas system, considering spatial relationships 
between the several factors involved.

Oil Sands Project

It was reported in Houston in early 2012 that Koch Oil Sands Operating ULC 
has received conditional approval to build and operate the Gemini thermal oil 
sands project near Beaverdam in the Cold Lake area of Alberta (OGJ, 2012). The 
province’s Energy Resources Conservation Board approved a two-stage recov-
ery scheme based on steam-assisted gravity drainage to produce as much as 
10,000 b/d (barrels/day) of bitumen. The first stage includes drilling of a steam 
assisted gravity drainage (SAGD) well pair and two observation wells and con-
struction of a processing facility and related pipelines, leading to the production 
of 1200 b/d. The second stage includes drilling of as many as 23  additional well 
pairs from five pads and construction of pipelines and a second- stage process-
ing facility, as well as drilling of at least 15 observation wells. The conditions 
set special requirements for groundwater monitoring and for a plan to mitigate 
potential effects on surface water near two of the drilling pads.

BP to Invest $4 Billion in Gulf of Mexico in 2012

At the 2012 Offshore Technology Conference in Houston, Texas, it was 
announced that BP will invest $4 billion in the Gulf of Mexico in 2012 alone 
(OTC, 2012). This is a massive undertaking that will require massive project 
management operations.

BP PLC has five offshore rigs operating in the Gulf of Mexico, which is 
the same number as it had before the April 2010 deepwater Macondo well 
blowout. By the year end, BP expects to add three more rigs focused on 
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exploration, appraisal, and developments. BP is investing $4 billion in the 
gulf this year and hopes to invest at least that much every year for the next 
decade, creating a continuing opportunity for mega applications of proj-
ect management tools and techniques. The Macondo incident prompted a 
fire and explosion on Transocean Ltd.’s Deepwater Horizon semisubmers-
ible drilling rig and a massive oil spill off Louisiana in the Gulf of Mexico. 
In the Macondo aftermath, BP pressed ahead with its gulf exploration and 
development and a reinforced focus on risk management. BP currently has 
two rigs in operation at Thunder Horse, two at Atlantis, and one at Kaskida. 
Of the three rigs that BP expects to add to the gulf by year end, one of those 
rigs will be equipment brought back to the gulf from West Africa. The big 
new play is the Palaeogene or Lower Tertiary. In the Gulf of Mexico, this 
includes BP’s discoveries at Kaskida in 2006 and Tiber in 2009. Each of these 
fields has accessible hydrocarbons today, but each also has resources that lie 
beyond our industry’s current limit of 15,000 psi and 275°F. BP is working to 
increase its offshore exploration and production capabilities. These efforts 
will include sensing and monitoring systems for real-time subsea integ-
rity management. BP is also working with others to develop subsea values, 
weighing 20 tons, capable of closing hydrocarbon flow in seconds. Making 
this vision a reality will require unprecedented collaboration across and 
outside of the industry—involving not only operators, vendors, and contrac-
tors but also academics and regulators, not to mention project management 
professionals. This will be necessary to define codes and standards for the 
design, operation, and reliability of the new technology. BP is also working 
to become more transparent so it can earn the trust and confidence of the 
public and the regulators. BP plans to impose higher project standards upon 
its operations, share what it learns, and work together to attract people with 
different skills to the oil and gas industry. The company plans to access the 
deepest areas of the Gulf of Mexico, and the other great basins of the world. 
These are projects that call for new techniques of management and control.

Flak of Fracking

There are cracks in the acceptance of fracking technology for oil and gas. 
Fracking is the industry term for hydraulic fracturing, which is the process 
of injecting water, sand, and chemicals deep into the ground at high pressure 
to crack oil shale so that oil or gas can be harvested or siphoned out. The abil-
ity to cheaply extract gas from shale rock has transformed the global energy 
outlook, but the method of cheap extraction is not generally accepted by 
everyone. Hydraulic fracturing, which was invented by Halliburton in 1947 
(Halliburton, 2011), is the widening of fractures in a rock layer caused by the 
high-pressure injection of chemicals with water. In a hydraulic fracturing job, 
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“fracturing fluids” or “pumping fluids” consisting primarily of water and 
sand are injected under high pressure into the producing formation, creat-
ing fissures that allow resources to move freely from rock pores where it 
is trapped. Typically, steel pipe known as surface casing is cemented into 
place at the uppermost portion of a well for the explicit purpose of protect-
ing the groundwater. The depth of the surface casing is generally determined 
based on groundwater protection, among other factors. As the well is drilled 
deeper, additional casing is installed to isolate the formation(s) from which 
oil or natural gas is to be produced, which further protects groundwater 
from the producing formations in the well. Casing and cementing are critical 
parts of the well construction that not only protect any water zones but are 
also important to successful oil or natural gas production from hydrocarbon-
bearing zones. Industry well design practices protect sources of drinking 
water from the other geologic zone of an oil and natural gas well with multi-
ple layers of impervious rock. While 99.5% of the fluids used consist of water 
and sand, some chemicals are added to improve the flow. The composition of 
the chemical mixes varies from well to well.

Hydraulic fractures form naturally, as in the case of veins or dikes, and 
industrial fracturing widens or creates fractures to speed up the migration of 
gas and petroleum from source rocks to reservoir rocks. This process is used 
to release petroleum, natural gas (including shale gas, tight gas, and coal seam 
gas), or other substances for extraction, via a technique called induced hydrau-
lic fracturing, often shortened to fracking or hydrofracking. This type of frac-
turing, known colloquially as a “frac job,” creates fractures from a wellbore 
drilled into reservoir rock formations. A distinction can be made between low-
volume hydraulic fracturing used to stimulate high-permeability reservoirs, 
which may consume typically 20,000–80,000 U.S. gallons (76,000–300,000 L; 
17,000–67,000 imp gal) of fluid per well, with high-volume hydraulic frac-
turing, used in the completion of tight gas and shale gas wells; high-volume 
hydraulic fracturing can use as much as 2–3 million U.S. gallons (7.6–11 ML) 
of fluid per well. This latter practice has come under scrutiny internationally, 
with some countries suspending or even banning it. The first fracking job was 
performed in 1947, though the current fracking technique was first used in 
the late 1990s in the Barnett Shale in Texas. The energy from the injection of 
a highly pressurized fracking fluid creates new channels in the rock, which 
can increase the extraction rates and, ultimately, permit the recovery of fossil 
fuels. According to the International Energy Agency, the global use of natural 
gas will rise by more than 50% compared to 2010 levels, and account for over 
25% of world energy demand in 2035. Proponents of fracking point to the 
vast amounts of formerly inaccessible hydrocarbons the process can extract. 
However, there remain large uncertainties in the amount of gas reserves 
that can be accessed in this way. Detractors point to potential environmen-
tal impacts, including contamination of ground water, risks to air quality, the 
migration of gases and hydraulic fracturing chemicals to the surface, surface 
contamination from spills and flow back, and the health effects of these.
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Rules, Laws, Regulations, and Standards

Few industries are as subject to a multitude of rules, laws, regulations, and 
standards as the oil and gas industry. Standards provide a common basis for 
global commerce. Without standards, product compatibility, customer satis-
faction, and production efficiency cannot be achieved. Just as quality cannot 
be achieved overnight, compliance with standards cannot be accomplished 
instantaneously. The process must be developed and incorporated into regu-
lar operating procedures over a period of time. Standards define the critical 
elements that must be taken into consideration to produce a high-quality prod-
uct that meets customers’ expectations. Each organization must then develop 
the best strategy to address the elements. Both regulatory and consensus 
standards must be taken into account when executing oil and gas projects. 
Regulatory standards refer to standards that are imposed by a governing body, 
such as a government agency. All firms within the jurisdiction of the agency 
are required to comply with the prevailing regulatory standards. Consensus 
standards refer to a general and mutual agreement among a group of compa-
nies to abide by a set of self-imposed standards. Industry alliances, such as 
OPEC, impose their own consensus standards and rules on themselves. There 
may also be contractual standards, which are imposed by the customer based on 
case-by-case or order-by-order needs. Most international standards will fall in 
the category of consensus. A lack of international agreements often leads to 
trade barriers by nations, industries, and special interest groups.

In response to the widespread expressions of concerns about fracking, the 
U.S. government, the Environment Protection Agency (EPA), in April 2012 
issued new regulations to govern fracking (EPA, 2012).

The standards are to control air pollution from gas wells that are drilled 
using fracking. The government strongly supports natural gas drilling as a 
clean source of energy and wanted to ensure coordination to ease the pro-
duction burden on the oil and gas industry. EPA maintains that the new 
regulations would ensure pollution is controlled without slowing natural 
gas production. Much of the air pollution from fracked gas wells is vented 
when the well transitions from drilling to actual production. This is a 3–10-
day process, which is referred to as “completion.” An earlier version of the 
rule limiting air pollution from gas wells would have required companies 
to install pollution-reducing equipment immediately. Under the new rules, 
drillers will now be given more than 2 years to employ technology to reduce 
emissions of smog and soot-forming pollutants during that stage. EPA would 
require drillers to burn off gas in the meantime. This is an alternative that can 
release smog-forming nitrogen oxides, but will still reduce overall emissions. 
This is a good example of where a systems view is instrumental because as 
one hole is plugged at one end, some other issue may develop at the other end. 
The oil and gas industry must consider these new rules as well as other pro-
duction and economic considerations into their overall project management 
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strategies. About 25,000 wells a year undergo fracking in the United States. 
Figure 2.1 shows a typical schematic drawing of a fracking structure.

Keystone Oil Pipeline

The Keystone Pipeline System is a 1700-mile, $7-billion pipeline system 
to transport synthetic crude oil and diluted bitumen (“dilbit”) from the 
Athabasca Oil Sands in northeastern Alberta, Canada to multiple destina-
tions in the United States, which include refineries in Illinois, the Cushing oil 
distribution hub in Oklahoma, and proposed connections to refineries and 
export terminals along the Gulf Coast of Texas (Guardian, 2012). It consists 
of the operational “Keystone Pipeline” (Phase 1) and “Keystone-Cushing 
Extension” (Phase 2), and two proposed Keystone XL pipeline expansion seg-
ments. After the Keystone XL pipeline segments are completed, American 
crude oil would enter the XL pipelines at Baker, Montana and Cushing, 
Oklahoma. The Keystone XL has faced lawsuits from oil refineries and criti-
cism from environmentalists and some members of the U.S. Congress. The 
U.S. Department of State in 2010 extended the deadline for federal agencies 
to decide if the pipeline is in the national interest, and in November 2011, 
President Obama postponed the decision until 2013. The U.S. government 
blocked the pipeline in early 2012, citing uncertainty over the Nebraska route, 
which would travel above an aquifer that provides water to eight states. In 
April 2012, Calgary-based TransCanada, the company planning the Keystone 
XL oil pipeline, proposed a new route through Nebraska that would avoid the 
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state’s environmentally sensitive Sandhills region. In addition to the U.S. EPA, 
the State Department is also involved because the pipeline would cross a U.S. 
border. The twists and turns of the diverse involvement in oil and gas projects 
require extraordinary systems-based project management techniques.

New Projects, New Project Management Opportunities

In April 2012, it was announced (Akers Solutions, 2012) that Statoil has issued 
a contract to Aker Solutions to hire a category B drilling rig, a new type of 
rig, which is designed to increase recovery from the company’s operating 
fields on the Norwegian continental shelf (NCS). Statoil has developed the 
new type of rig and well control system in cooperation with the supplier 
industry. The category B rig, which falls between light intervention vessels 
(category A) and conventional rigs (category C), has been specially adapted 
to carry out well intervention and drilling operations in existing subsea 
wells. The new rig, with associated integrated services, is expected to reduce 
operating costs for well intervention by as much as 40%, Statoil reported. 
The rig’s design provides the option for a number of different types of well 
interventions using wireline and coiled tubing operations. The rig type is 
designed for year-round well service in Statoil-operated activities. This type 
of rig is also designed to carry out sidetrack drilling from production tubing 
(through tubing drilling) in a manner that allows simultaneous production 
from both the new sidetrack and existing production tubing. The well ser-
vices are conducted through existing subsea network. The key to maintaining 
the current production level on the NCS is increased recovery from existing 
fields, along with the development of new fields. Increasing drilling activity 
on mature fields is important in order to achieve the NCS’s full potential. In 
2011, Statoil operated about 500 subsea wells. Statoil and licensees will enter 
into an 8-year contract with options for three times 2 years for the category 
B service. The estimated value of the contract is $1.9 billion. In addition to 
rig rental, the contract also includes rental of the necessary equipment and 
services to carry out well intervention, sidetrack drilling, remotely operated 
vehicle operations, well testing, and cementing. If project management goes 
well, the rig will be in operation by 2015.

Gas Export Project Management

In February 2012, Kuwait Gulf Oil Co. let a contract to the Penspen Group 
(Penspen, 2012) for the project management and detailed design and 
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construction of a natural gas and condensate export system (GCES) from 
Khafji, Saudi Arabia, on the Kuwait–Saudi border, to Kuwait. Penspen 
will manage engineering, procurement, and construction (EPC) contractor 
Technip. The new export system will carry 40 MMcfd of gas via 110 km of 
12-in.-OD export pipeline, of which about 47 km will be offshore. Penspen 
will oversee Technip’s detailed design work, procurement activities, and 
construction undertaken by Technip and its subcontractors. Penspen will 
also assist with commissioning the final scheme. GCES will deliver conden-
sate and gas product to Kuwait from Saudi Arabia, reducing gas flaring in 
the process. Technip’s operating center in Abu Dhabi will execute the proj-
ect, scheduled to be completed by the second half of 2014. DLB Comanche, 
which entered the Technip fleet with the acquisition of Global Industries, 
will complete offshore operations.

Case Example of Shell’s Use of PMBOK

In May 2001, Shell International Exploration and Production Inc. reported 
the successful use of structured project management on their Brutus project, 
a deepwater tension leg platform (Shell, 2012). The company used new proj-
ect management tactics based on the contents of the Project Management 
Institute (PMI)’s PMBOK, a standardization guideline established by the 
PMI. Standardization is needed as various elements of the offshore energy 
industry need a common language and common operating procedures so 
that they can better communicate with each other on complex deepwater 
projects. The procedures developed for the Brutus project were grouped 
and aligned in accordance with the PMBOK. A standardized work break-
down structure and a new financial software system are just two examples 
of new project management tactics used in the project. The approach gave 
team members new insights into achieving the objectives and reinforced 
the basic principles of project management. Customer expectations were 
exceeded and efficiency improved. Future project teams can achieve benefits 
by similarly organizing their project management processes. Shell opined 
that projects must be able to stand on their own financially and be capable 
of paying their own bills. Cash flow is essential in project finance. People 
behave as rewarded. Consequently, it is suggested that organizations should 
tie the cash flow to the performance desired and people will respond posi-
tively. Deepwater projects are particularly costly and of high risk. Project 
management tactics help companies gauge the accuracy of estimates for time 
and cost projections, Shell concluded. Project risk is often mismanaged. If 
projects are approved based on anticipated return on investment (ROI) with 
minimal analysis of risk, a project is set up for failure. Decisions based on 
incomplete information will be faulty during project execution.
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Hail to Project Management

In a 2003 industry study,* owners of downstream petroleum and chemical 
companies ranked project management capability as the main consider-
ation in choosing engineering contractors. The owners had concerns about 
the viability of contracting companies and the supply of reliable engineer-
ing resources. These were some of the conclusions of a biennial survey of 
the global downstream EPC industry by Transmar Consult Inc., Houston in 
2003. The study designated seven engineering contractors as leading firms 
in executing projects: Bechtel Corp., Fluor Corp., Jacobs Engineering Group 
Inc., JGC Corp., KBR, Snamprogetti SPA, and Technip-Coflexip.

Project Management Improve Operations

In 2000, Transocean Sedco Forex Inc.’s Discoverer Deep Seas utilized mod-
ern project management techniques to shorten cycle time and improve 
workflow procedures in dual-activity drillship operations. The Discoverer 
Deep Seas began work in the Gulf of Mexico in the fourth quarter 2000. 
It held a 5-year contract with Chevron Inc. at an estimated day rate of 
$205,000. After this vessel, only one drillship remains in the 3-year old 
drillship construction cycle. This ultra deep water vessel, which used a 
dual-activity design pioneered by the Discoverer Enterprise was delivered 
in the fourth quarter of 2000.

Technology Project Management

Technology project management reportedly improved multiwell shallow 
gas development in 1995, according to a presentation by Becker Husky Oil 
Operations Ltd. in Calgary, Canada (Becker, 1995). Because of time and eco-
nomic constraints, a multiwell shallow gas development project in south-
eastern Alberta required thorough prejob planning and special drilling, 
cementing, and completions designs. The project took place during a period 
of peak industry activity, putting extra challenges on logistics and services. 
The Medicine Hat shallow gas project, undertaken by Husky Oil Operations 
Ltd. in mid-1994, was a high-volume, short–time frame, and economically 
tight project schedule. But using technology project management techniques, 
the project came through on time and within budget.

* http://www.ieej.or.jp/aperc/pdf/downstream_study.pdf
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Project Management Improves Well Control Events

A 1995 report presented by Garold D. Oberlender (Oklahoma State University, 
Stillwater, Oklahoma) and L. William Abel (Wild Well Control Inc., Spring, 
Texas) is recounted here to illustrate how project management improved 
oil well control events (Oberlender and Abel, 1995). During a well control 
operation, the efficient use of personnel and equipment, through good proj-
ect management techniques, contributes to increased safety and ensures a 
quality project. The key to a successful blowout control project is to use all 
resources in the most efficient manner. Excessive use of resources leads to 
unnecessary expenditures and delays in bringing the project under control.

Effective project management techniques are critical for complex, schedule-
intensive, well control projects. In a well control situation, information must 
be gathered and organized in a systematic manner so that good decisions can 
be made at the right time. A project team must be organized, and all efforts 
must be coordinated to focus on the common goal of completing the project 
efficiently. Project management is a process of orderly management of numer-
ous tasks that must be accomplished simultaneously. Project management is 
defined as the art and science of coordinating people, equipment, materials, 
money, and schedules to complete a specified project on time and within 
approved costs. Project management techniques have steadily improved in 
the last 40 years. In the 1950s, formal techniques, such as the critical path 
method (CPM), were developed for managing large complex engineering 
and construction projects for the petrochemical industry. In the 1960s, com-
puter automation of many project management techniques became possible, 
with sophisticated tracking models developed for controlling the progress of 
projects. In the 1980s, the introduction of personal computers provided even 
more access to automated project management techniques to allow planning, 
scheduling, monitoring, and controlling of work in a real-time environment.

Lessons learned from the practice of good project management can  be 
applied to wild well projects. In such emergency situations, the schedule of 
the project usually takes priority over all other considerations. Therefore, the 
ability to monitor progress carefully in a real-time environment is extremely 
important to controlling the project. Information must be gathered, orga-
nized, and given to the right person at the right time so good decisions can 
be made under adverse conditions. Well control projects have various levels 
of complexity, and as the complexity increases, the need for a project man-
agement approach becomes more important.

Several complicated and difficult well control projects occurred in the 
1980s, and the cost to control these wells exceeded $200 million each. Many 
experienced individuals in any business will readily agree that a $200 mil-
lion project justifies the use of advanced project management techniques to 
control and guide the efforts of all parties and ensure a successful outcome. 
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Several of these multimillion dollar projects, however, were run without 
proper planning and with little or no application of a formal system of proj-
ect management. The lack of good project management principles caused 
inefficiencies, delays, and higher costs.

The Kuwait well control project, which involved more than 700 blowouts, 
was accomplished in a much shorter time (8 months) than first estimated 
(5 years). This improvement partly resulted from the application of sound 
project management techniques. These projects were prime examples of the 
need for a formal project management approach to handling wild well proj-
ects. There are many examples of projects that were successful in controlling 
wells but were economic disasters. Only through the effective application 
of project management can complex well control projects be completed in 
reasonable time frames at reasonable cost.

Team Management

To be effective, a project team must be able to make things happen, which is 
best accomplished by maintaining a “Can do” attitude and working together 
as an integrated team. Effective teamwork is mandatory for bringing any 
wild well under control.

The first step in organizing the team is selection of the project manager 
who is assigned full responsibility for all aspects of the project. This indi-
vidual must have knowledge and experience in dealing with well control 
projects. Most importantly, he must be given the authority to make decisions 
and to act as the sole coordinator of all activities.

Because the project manager must focus his full attention on the wild well, 
he must not be involved in any other work that may distract his attention and 
concentration.

The first task of the project manager is to assess the condition of the well 
to determine viable options for bringing it under control. This task is best 
done if a proper contingency plan is already in place, providing for rapid 
deployment of predetermined action plans. The project manager must also 
establish proper communication channels with all appropriate authorities. 
He must have both a thorough knowledge of well control projects and effec-
tive management skills.

Because each wild well event is unique, the project team must be assem-
bled, organized, and managed for the particular conditions at the well loca-
tion. The project manager must assemble a team of people who have the right 
technical expertise to handle the job. He must be the leader of the team of 
individuals with diverse backgrounds and with special expertise to handle 
any problems that arise. Although a formal system of handling the project 
is needed, it is people that make things happen, and these people must have 
the ability to detect problems, make adjustments to the system, and make the 
right decisions at the right time.
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Project Scope

Although each wild well control project is unique, a well-managed project 
generally follows this sequence:

• The team must define the scope of what must be accomplished, 
including giving priorities to tasks, identifying equipment and spe-
cial expertise, and setting expected levels of quality, safety require-
ments, and reliability of operations.

• Although budget is often not a controlling factor in well control proj-
ects, eventually the allocation and responsibility of cost expendi-
tures must be addressed, including budgeting each task in the scope 
definition.

• A strategy must be set for accomplishing the tasks. It is important to 
anticipate all events and to build contingency plans into the project 
for the unexpected deviations that often occur.

• A timetable must be made for the planned work to ensure an inte-
grated sequence of all tasks.

• A tracking system must be developed to ensure the project pro-
gresses as planned, by measuring actual work done versus the 
schedule.

• The project should be closed out, which includes verification that 
all required tasks have been completed to ensure the project is in a 
stable condition and completed at an acceptable level of quality.

These steps represent project management in its simplest form. In practice, 
there is considerable overlap in the sequences because there are many parties 
involved, and the work of one may affect the work of others. Thus, extensive 
coordination is required. Most existing project management literature deals 
with engineering design, construction, or manufacturing work and not with 
wild well control projects. The issues that are discussed generally focus on 
expediting the work in a schedule-compressed mode, similar to a fast-track 
construction project. Thus, the basic principles of project management apply 
to schedule-driven wild well control projects. The most important task for 
any project is to define the scope of work. A fundamental principle of proj-
ect management is that any project, regardless of its size or type, consists of 
three components: scope, budget, and schedule. Each of these components 
must be described in detail and linked to the others. For example, as the 
scope of work increases, the cost and time to do the work will also increase. 
Defining the project scope must precede defining the budget or schedule.

In a wild well project, the overall objective is to extinguish the fire and bring 
the well under control. Other objectives, however, may also be extremely 
important. For example, the objectives may include controlling the well in a 
way that allows drilling operations to resume so the well can eventually be 
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produced rather than abandoned. In construction projects, the emphasis is 
too often incorrectly placed on budget and schedule and not on the scope or 
quality of work. In well control projects, there may be excessive emphasis on 
schedule and on controlling the well as quickly as possible without regard to 
the impact on budget, scope, or quality. Because of the nature of well control 
projects and the pressures to achieve a quick solution, it is often difficult to 
manage the project efficiently. Careful planning beforehand will provide a 
workable and rational solution for the operations group.

The well control company is best suited to be involved in the design and 
implementation of the control operation, provided its personnel have the 
skill and capabilities to perform project management duties. If the well con-
trol company has engineering expertise that is fully integrated in its field 
operations, they will be best suited for overall coordination and manage-
ment of the project. Regardless of the type of well control project, there must 
be a single project manager who is responsible for coordinating all aspects 
of the project. The project manager is responsible for reporting to the opera-
tor or team with complete responsibility and authority for making decisions. 
The most successful well control projects have been completed by a compe-
tent project manager who had the technical expertise and the management 
skills necessary to ensure the work was performed as and when needed. 
Committees, with a group acting as a project manager, tend to have slow 
decision making and be bureaucratic.

In well control project management, four fundamental questions must be 
addressed: Who is going to do it? What are they going to do? When are they 
going to do it? And, how much is it going to cost? A lack of an answer to 
any of these questions during the project will usually result in additional 
problems. The most important skill the project manager must possess is 
the ability to be an effective communicator. Regardless of his abilities as an 
engineer or manager, he will be ineffective if he lacks communication skills. 
The project manager must have the technical knowledge of what needs to 
be done and the ability to communicate that knowledge to others. To bring a 
blowout under control, many different types of expertise are required. Thus, 
the project manager must have the ability to delegate authority and respon-
sibility to the specialists involved so he can concentrate on the overall project 
objectives. The central axiom for project management is to organize the proj-
ect around the work to be done rather than trying to force events to fit some 
predetermined organization.

Organizational Structures

Regardless of the type of management organization chosen for a well control 
event, the main consideration must be a bias for action. The management 
group must focus on five major functions: planning, organizing resources, 
selecting staff, coordinating work, and controlling the operation. Each well 
control project is unique and requires a suitable choice of organizational 
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structure, the most common of which are discipline, functional, and matrix 
organizations. In a discipline-oriented organization, personnel who share the 
same technical expertise are placed in common departments. For example, 
all civil engineering expertise is located in the civil engineering department, 
and so on. A functional organization places individuals in departments that 
focus on specific processes, such as reservoir engineering, production engi-
neering, or drilling and completion.

The matrix organization places overall management responsibilities in 
a management group. The management group obtains technical expertise 
from the various departments in the company and, if necessary, secures 
assistance from sources outside of the company. The most desirable orga-
nizational structure for a well control event depends on numerous factors, 
including the severity and complexity of the event and the availability of 
technical expertise. For routine projects, either the discipline or functional 
approach may be suitable. For a complex and technically difficult project, the 
matrix organization is preferable. The two structures recommended for well 
control events are the functional and matrix organizations. The functional 
organization disperses the disciplines among the departments in a company. 
Project teams are formed within the departmental group. Management is 
usually accomplished by the team leader or project manager, who also is a 
member of the department.

On occasion, a drilling department may be called upon to function in the 
role of project manager to oversee the blowout control event. This arrange-
ment may be acceptable for smaller, more routine projects but can present 
some problems in dealing effectively with a major event. A common error in 
the management of well control projects is to attempt to direct the work from 
within a departmental group, which retains all of its existing responsibilities. 
This method dilutes the efforts of the project manager, and one or more of his 
projects will suffer as a result. Well control events should be managed by a 
single person who has no other priorities or responsibilities, a person who can 
focus his attention exclusively on the complex process of controlling the well.

The matrix organization increases the importance of managing cost and 
schedule and maintaining the general balance among all the elements of the 
project. A separate project management organization directs the job, with the 
support of technical expertise from the discipline departments. The objective 
is to keep the disciplines in their home environments where they function 
best, while making their expertise available to meet the needs of the project. 
The matrix organization requires two lines of communication: one to the disci-
pline organization and the other to the project organization. A discipline man-
ager answers any specific questions. Issues related to the project are addressed 
by the project manager. In the matrix organization, the project manager coor-
dinates all aspects of the well control project. Each discipline is responsible for 
its portion of the project, such as quality, cost, or schedule.

Matrix organizations can be strong or weak. In a strong matrix, the project 
manager has the authority to decide what is best overall for the project. In a 
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weak matrix, the discipline group has the authority to make decisions for the 
project. The success of the matrix organization is highly dependent on the 
company’s philosophy, and even more so on the attitude of the employees 
involved. If discipline managers are more concerned about their discipline 
than the project, the project can have inefficiencies and delays. A key to a 
successful project is a balance between the technical expertise of the disci-
pline departments and the project management group. Technical personnel 
generally concentrate on producing the best product possible, often without 
regard to cost or schedule. In a well control project, quality and schedule 
generally take priority, although cost is always an important consideration.

Scheduling

Planning, measuring, evaluating, forecasting, and controlling are the key 
responsibilities of the project management team. All aspects of the project 
must be tracked and managed to ensure effective control of the project. 
Tracking cannot take place unless a well-defined work plan, budget, and 
schedule have been developed. Planning should precede project scheduling. 
For the entire well control project, there must be an explicit operational plan 
that binds scope, budget, and schedule. A common error of planning is to 
concentrate solely on schedule and disregard the importance of scope and 
budget. The following are the key principles of planning:

• Begin planning before the start of work, not after.

• The people who will actually do the work should be involved in 
planning and scheduling from the onset.

• The plan must give balanced consideration to the aspects of scope, 
budget, schedule, and quality.

• The plan should be flexible, including allowances for respond-
ing to unexpected changes and with time allotted for review and 
approvals.

• The plan must be kept simple and without irrelevant details that 
prevent readability.

• The plan should be distributed to and understood by all parties 
involved.

Tracking Models

Planning is the first step in project scheduling, but tracking is equally essen-
tial. Tracking cannot detect deviations unless there is a master plan or sched-
ule against which to compare actual progress. The size, complexity, duration, 
and importance of the well control project dictate the technique used for proj-
ect scheduling. The tracking model must be functional and easy to use. Two 
methods meet these criteria: bar charts (sometimes called Gantt charts) and the 
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CPM. Because bar charts are simple and easy to interpret, they are usable by all 
participants in a project. Bar charts have three drawbacks: They do not show 
interdependency of activities; they require considerable time for updating; and 
they do not integrate costs or resources. A common complaint about Gantt 
charts is the high level of effort required to keep the charts updated. A signifi-
cant amount of labor and time must be expended in keeping the charts current 
because of constantly changing conditions, such as man-hour requirements.

Critical Path Method

Both the CPM and the program evaluation and review technique (PERT) 
are often referred to as network analysis systems. CPM takes a determinis-
tic approach, which assigns a single duration to each activity in the network, 
whereas PERT is a probabilistic approach that deals with three possible times 
for each activity (optimistic, pessimistic, and normal). Experience with fast track 
projects, such as blowouts, has shown CPM to be the preferred method. CPM 
forces the project team to direct all efforts to a single start date to kick off the 
project and a single completion date to bring the project under control. Both 
Gantt charts and CPM are suitable for well control projects. The Gantt charts are 
best suited for situations involving activities that do not have significant inter-
dependencies with other activities (such as design work and public relations).

The CPM method is a preferred approach for planning and scheduling 
more complex well control projects, situations in which activities are highly 
interdependent, or where there is a need to track resources assigned to the 
project. CPM uses a network diagram to model the interdependencies of 
activities. CPM forces the project team to divide the work into definable 
units and to determine how work items interface with each other. A well-
defined work breakdown structure (which shows the primary and second-
ary responsibilities for each member of the well control team) will greatly 
simplify the task of generating the CPM network diagram.

Many project managers use precedence diagrams for well control that only 
shows major events; the numerical coding system, activity duration, and 
resources have been omitted to simplify the illustration. These diagrams 
require fewer activities to describe the project and have great flexibility in 
sequencing activities and showing relationships between them. CPM has 
adapted computer-aided techniques to automate calculations for schedul-
ing and the graphic printout of network diagrams. The use of computers in 
CPM allows modeling of man-hours, costs, and duration to closely monitor 
work progress and produce a variety of project management reports.

Decision Trees

Well control events are unique projects that require quick decisions for criti-
cal problems to be solved expeditiously. The project manager must be able 
to “think on his feet” and react to emergency situations in adverse working 
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conditions, especially during kill operations. Contingency planning for likely 
scenarios is essential to increase the probability of success. Decision trees are 
useful to help the project manager run the job.

The snip-bits presented above represent just a sample of the thousands of 
project-related events, issues, and developments in the oil and gas industry. 
As can be seen, there are tremendous areas of need for project management 
in the industry. The chapters that follow will address specific tools, tech-
niques, and concepts of project management as relevant for applications in 
the oil and gas industry. The framework used in the contents that follow 
center around the following knowledge areas:

• Managerial processes

• Technical systems

• Human interfaces

• Systems engineering

Both quantitative and qualitative aspects of project management are cov-
ered to the extent that they can benefit researchers, educators, students, and 
practitioners as reference materials.

Oil Bunkering in Developing Nations

The so-called oil bunkering occurs when thieves tap into an oil pipeline. The 
culprits either sell the oil or produce poorly refined petroleum products that 
are sold on the black market. This practice is very common in impoverished 
communities in developing countries and it has grave adverse impacts on 
the country’s oil industry. The danger of explosion posed by the illegal activ-
ity creates difficulties in executing pipeline projects. The cost and time impli-
cations of dealing with the aftermaths of oil bunkering translate to schedule 
inconveniences as well as project execution disruptions.
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3
Project Management Body of Knowledge

The rapid growth of technology in the workplace has created new chal-
lenges for those who plan, organize, control, and execute complex proj-
ects. With the diversity of markets globally, project integration is of great 
concern. Using a consistent body of knowledge can alleviate the potential 
problems faced in the project environment. Projects in the oil and gas indus-
try are particularly complex and dynamic, thus necessitating a consistent 
approach. The use of project management continues to grow rapidly. The 
need to develop effective management tools increases with the increasing 
complexity of new technologies and processes. The life cycle of a new prod-
uct to be introduced into a competitive market is a good example of a com-
plex process that must be managed with integrative project management 
approaches. The product will encounter management functions as it goes 
from one stage to the next. Project management will be needed throughout 
the design and production stages of the product. Project management will 
be needed in developing marketing, transportation, and delivery strategies 
for the product. When the product finally gets to the customer, project man-
agement will be needed to integrate its use with those of other products 
within the customer’s organization. The need for a project management 
approach is established by the fact that a project will always tend to increase 
in size even if its scope is narrowing. The following four literary laws are 
applicable to any project environment:

Parkinson’s law: Work expands to fill the available time or space.

Peter’s principle: People rise to the level of their incompetence.

Murphy’s law: Whatever can go wrong will.

Badiru’s rule: The grass is always greener where you most need it to be 
dead.

An integrated systems project management approach can help diminish 
the adverse impacts of these laws through good project planning, organiz-
ing, scheduling, and control. The Project Management Institute, as a way 
of promoting a common language for the practice of project management, 
developed the Project Management Body of Knowledge (PMBOK), which 
has been widely adopted around the world.
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Project Management Knowledge Areas

The nine knowledge areas presented in the PMBOK are listed below:

 1. Integration

• Integrative project charter

• Project scope statement

• Project management plan

• Project execution management

• Change control

 2. Scope management

• Focused scope statements

• Cost/benefits analysis

• Project constraints

• Work breakdown structure

• Responsibility breakdown structure

• Change control

 3. Time management

• Schedule planning and control

• PERT and Gantt charts

• Critical path method

• Network models

• Resource loading

• Reporting

 4. Cost management

• Financial analysis

• Cost estimating

• Forecasting

• Cost control

• Cost reporting

 5. Quality management

• Total quality management

• Quality assurance

• Quality control

• Cost of quality

• Quality conformance
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 6. Human resources management

• Leadership skill development

• Team building

• Motivation

• Conflict management

• Compensation

• Organizational structures

 7. Communications

• Communication matrix

• Communication vehicles

• Listening and presenting skills

• Communication barriers and facilitators

 8. Risk management

• Risk identification

• Risk analysis

• Risk mitigation

• Contingency planning

 9. Procurement and subcontracts

• Material selection

• Vendor prequalification

• Contract types

• Contract risk assessment

• Contract negotiation

• Contract change orders

The above segments of the body of knowledge of project management 
cover the range of functions associated with any project, particularly com-
plex ones.

Project Definitions

Project

A project is traditionally defined as a unique one-of-kind endeavor with 
a specific goal that has a definite beginning and a definite end. PMBOK 
defines a project as a temporary endeavor undertaken to create a unique 
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product, service, or result. Temporary means having a defined beginning 
and a  definite end. The term “unique” implies that the project is different 
from other projects in terms of characteristics.

Project Management

This author defines project management as the process of managing, allocat-
ing, and timing resources to achieve a given goal in an efficient and expedi-
tious manner.

PMBOK defines project management as the application of knowledge, 
skills, tools, and techniques to project activities to achieve project objectives.

Other sources define project management as the collection of skills, tools, 
and management processes essential for executing a project successfully.

Project Management Methodology

A project management methodology defines a process that a project team uses 
in executing a project, from planning through phase-out. Figure 3.1 presents 
general framework for cross-functional application of the  project management 
methodology. People, process, and technology assets (science and engineer-
ing) form the basis for implementing organizational goals. Human resources 
constitute crucial capital that must be recruited, developed, and preserved. 
Organizational work process must take advantage of the latest tools and tech-
niques such as business process reengineering (BPR), continuous process 
improvement (CPI), Lean, Six Sigma, and systems thinking. The coordinated 
infrastructure represents the envelope of operations and includes physical 
structures, energy, leadership, operating culture, and movement of materials. 
The ability of an organization to leverage science and technology to move up 
the global value chain requires the softer side of project management in addi-
tion to the technical techniques. Another key benefit of applying integrative 
project management to oil and gas projects centers around systems safety. 
Science, technology, and engineering undertakings can be volatile and subject 
to safety violations through one of the following actions:

 1. Systems or individuals who deliberately, knowingly, willfully, or 
negligently violate embedded safety requirements in science, tech-
nology, and engineering projects

 2. Systems or individuals who inadvertently, accidentally, or carelessly 
compromise safety requirements in science, technology, and engi-
neering projects

The above potential avenues for safety violation make safety training, 
education, practice, safety monitoring, and ethics very essential. An integra-
tive approach to project management helps to cover all the possible ways for 
safety compromise.
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Project Management Information System

A project management information system (PMIS) refers to an automated 
system or computer software used by the project management team as a tool 
for the execution of the activities contained in the project management plan.

Project Management System

A project management system (PMS) is the set of interrelated project  elements 
whose collective output, through synergy, exceeds the sum of the individual 
outputs of the elements.

Composition of a Program

A program is defined as a recurring group of interrelated projects  managed 
in a coordinated and synergistic manner to obtain integrated results that are 

Oil and gas
project management

People

Technology and engineering

Infrastructure Process

Recruitment
Education
Training

Development
Retention

Advancement
Workforce right-sizing

IT
Data

Research
Development
Prototyping

Sustainability

Brick and mortar
Energy

Organization structure
Leadership

Culture
Transformation
Transportation

Materials integrity
Safety and security

Legislation and regulation

Business process
Process improvement

Lean
Six-sigma

Systems thinking
Asset management
Capacity utilization

FIGURE 3.1
Framework for cross-functional application of project management.
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better than what is possible by managing the projects individually. Programs 
often include elements of collateral work outside the scope of the individual 
projects. Thus, a program is akin to having a system of systems of projects, 
whereby an entire enterprise might be affected. While projects have definite 
end points, programs often have unbounded life spans. Figure 3.2 shows the 
hierarchy of project systems, from organizational enterprise to work break-
down structure (WBS) elements.

Identification of Stakeholders

Stakeholders are individuals or organizations whose interests may be posi-
tively or negatively impacted by a project. Stakeholders must be identified 
by the project team for every project. A common deficiency in this require-
ment is that organization employees are often ignored, neglected, or taken 
for granted as stakeholders in projects going on in the organization. As the 
definition of stakeholders clearly suggests, if the interests of the employees 
can be positively or negatively affected by a project, then the employees must 
be viewed as stakeholders. All those who have a vested interest in the project 
are stakeholders and this might include the following:

• Customers

• Project sponsor

• Users

• Associated companies

• Community

• Project manager

• Owner

• Project team members

• Shareholders

Organizational enterprise

System of systems

Systems

Programs
Projects

Work packages
Tasks

Activities
WBS
elements

FIGURE 3.2
Hierarchy of project systems.
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Project Management Processes

The major knowledge areas of project management are administered in a 
structured outline covering six basic clusters as depicted in Figure 3.3. The 
implementation clusters represent five process groups that are followed 
throughout the project life cycle. Each cluster itself consists of several func-
tions and operational steps. When the clusters are overlaid on the nine 
knowledge areas, we obtain a two-dimensional matrix that spans 44 major 
process steps.

Table 3.1 shows an overlay of the project management knowledge areas 
and the implementation clusters. The monitoring and controlling clusters 
are usually administered as one lumped process group (monitoring and con-
trolling). In some cases, it may be helpful to separate them to highlight the 
essential attributes of each cluster of functions over the project life cycle. In 
practice, the processes and clusters do overlap. Thus, there is no crisp demar-
cation of when and where one process ends and where another one begins 
over the project life cycle. In general, project life cycle defines the following:

 1. Resources that will be needed in each phase of the project life cycle

 2. Specific work to be accomplished in each phase of the project life 
cycle

Figure 3.4 shows the major phases of project life cycle going from the con-
ceptual phase through the close-out phase. It should be noted that project 
life cycle is distinguished from product life cycle. Project life cycle does not 
explicitly address operational issues whereas product life cycle is mostly 
about operational issues starting from the product’s delivery to the end of 
its useful life. Note that for oil and gas projects, the shape of the life cycle 
curve may be expedited due to the rapid developments that often occur in 
technology. For example, for an exploration technology project, the entire 
life cycle may be shortened, with a very rapid initial phase, even though the 
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FIGURE 3.3
 Implementation clusters for project life cycle.
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Overlay of Project Management Areas and Implementation Clusters

← Project Management Process Clusters →

Knowledge Areas Initiating Planning Executing Monitoring and Controlling Closing

Project integration Develop project charter
Develop preliminary 
project scope

Develop project management 
plan

Direct and manage 
project execution

Monitor and control project 
work

Integrated change control

Scope Scope planning
Scope definition
Create WBS

Scope verification
Scope control

Time Activity definition
Activity sequencing
Activity resource estimating
Activity duration estimating
Schedule development

Schedule control

Cost Cost estimating
Cost budgeting

Cost control

Quality Quality planning Perform quality 
assurance

Perform quality control

Human resources Human resource planning Acquire project team
Develop project team

Manage project team

Communication Communication planning Information distribution Performance reporting
Manage stakeholders

Risk Risk management planning
Risk identification
Qualitative risk analysis
Quantitative risk analysis
Risk response planning

Risk monitoring and control

Procurement Plan purchases and acquisitions
Plan contracting

Request seller responses
Select sellers

Contract administration Contract 
closure
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conceptualization stage may be very long. Typical characteristics of project 
life cycle include the following:

 1. Cost and staffing requirements are lowest at the beginning of the 
project and ramp up during the initial and development stages.

 2. The probability of successfully completing the project is lowest at the 
beginning and highest at the end. This is because many unknowns 
(risks and uncertainties) exist at the beginning of the project. As 
the project nears its end, there are fewer opportunities for risks and 
uncertainties.

 3. The risks to the project organization (project owner) are lowest at the 
beginning and highest at the end. This is because not much invest-
ment has gone into the project at the beginning, whereas much has 
been committed by the end of the project. There is a higher sunk cost 
manifested at the end of the project.

 4. The ability of the stakeholders to influence the final project out-
come (cost, quality, and schedule) is highest at the beginning and 
gets progressively lower toward the end of the project. This is 
intuitive because influence is best exerted at the beginning of an 
endeavor.

 5. The value of scope changes decreases over time during the project 
life cycle while the cost of scope changes increases over time. The 
suggestion is to decide and finalize scope as early as possible. If 
there are to be scope changes, do them as early as possible.

The specific application context will determine the essential elements 
contained in the life cycle of the endeavor. Life cycles of business entities, 
products, and projects have their own nuances that must be understood 
and managed within the prevailing organizational strategic plan. The 

Initial

Time

Resource le
vel

Develop Implement Closeout

FIGURE 3.4
 Phases of project life cycle.
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components of corporate, product, and project life cycles are summarized 
as follows:

Corporate (business) life cycle:

 Planning  Needs  Business conceptualization 
 Realization  Portfolio management

Product life cycle:

 Feasibility studies  Development  Operations  Product obsolescence

Project life cycle:

 Initiation  Planning  Execution  Monitoring and control  Closeout

This book covers the knowledge areas sequentially in Chapters 2 through 
10 in the order listed above. There is no strict sequence for the application 
of the knowledge areas to a specific project. The areas represent a mixed 
bag of processes that must be followed in order to achieve a successful proj-
ect. Thus, some aspects of integration may be found under the knowledge 
area for communications. In a similar vein, a project may start with the risk 
management process before proceeding into the integration process. The 
knowledge areas provide general guidelines. Each project must adapt and 
tailor the recommended techniques to the specific need and unique circum-
stances of the project. PMBOK seeks to standardize project management 
terms and definitions by presenting a common lexicon for project manage-
ment activities.

Specific strategic, operational, and tactical goals and objectives are 
embedded within each step in the loop. For example, “initiating” may 
consist of project conceptualization and description. Part of “execut-
ing” may include resource allocation and scheduling. “Monitoring” may 
involve project tracking, data collection, and parameter measurement. 
“Controlling” implies taking corrective action based on the items that are 
monitored and evaluated. “Closing” involves phasing out or terminating 
a project. Closing does not necessarily mean a death sentence for a project, 
as the end of one project may be used as the stepping stone to the next 
series of endeavors.

Factors of STEP Project Success or Failure

There are several factors that impinge on the success or failure of a  project. 
In oil and gas projects, factors that enhance project success include the 
following:

• Well-defined scope

• Communication among project team members
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• Cooperation of project teams

• Coordination of project efforts

• Proactive management support

• Measurable metrics of project performance

• Identifiable points of accountability

• Realistic time, cost, and requirements

When projects fail, it is often due to a combination of the following factors 
related to project requirements:

• Requirements are incomplete

• Poor definition of project objectives

• Poor definition of scope and premature acceptance

• Requirements are unrealistic

• Requirements are ambiguous

• Requirements are inconsistent

• Changes in requirements are unbudgeted

• Poor management support

• Lack of alignment of project objectives with organizational objectives

• Poor communication

• Lack of cooperation

• Deficient coordination of project efforts

Work Breakdown Structure

WBS represents the foundation over which a project is developed and 
 managed. WBS refers to the itemization of a project for planning, schedul-
ing, and control purposes. WBS defines the scope of the project. In the proj-
ect implementation template, WBS is developed within the scope knowledge 
area under the planning cluster. The WBS diagram presents the inherent 
components of a project in a structured block diagram or interrelation-
ship flow chart. WBS shows the relative hierarchies of parts (phases, seg-
ments, milestone, etc.) of the project. The purpose of constructing a WBS is 
to analyze the elemental components of the project in detail. If a project is 
properly designed through the application of WBS at the project planning 
stage, it becomes easier to estimate cost and time requirements of the project. 
Project control is also enhanced by the  ability to identify how components 
of the project link together. Tasks that are contained in the WBS collectively 
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describe the overall project goal. Overall project planning and control can be 
improved by using a WBS approach. A large project may be broken down 
into smaller subprojects that may, in turn, be systematically broken down 
into task groups. Thus, WBS permits the implementation of a “divide-and-
conquer” concept for project control.

Individual components in a WBS are referred to as WBS elements, and 
the hierarchy of each is designated by a level identifier. Elements at the 
same level of subdivision are said to be of the same WBS level. Descending 
levels provide increasingly detailed definition of project tasks. The com-
plexity of a project and the degree of control desired determine the number 
of levels in the WBS. Each component is successively broken down into 
smaller details at lower levels. The process may continue until specific 
project activities (WBS elements) are reached. In effect, the structure of the 
WBS looks very much like an organizational chart. But it should be empha-
sized that WBS is not an organization chart. The basic approach for prepar-
ing a WBS is as follows:

Level 1 WBS: This contains only the final goal of the project. This 
item should be identifiable directly as an organizational budget 
item.

Level 2 WBS: This level contains the major subsections of the project. 
These subsections are usually identified by their contiguous location 
or by their related purposes.

Level 3 WBS: This level contains definable components of the level 2 
subsections. In technical terms, this may be referred to as the finite 
element level of the project.

Subsequent levels of WBS are constructed in more specific details depend-
ing on the span of control desired. If a complete WBS becomes too crowded, 
separate WBS layouts may be drawn for the Level 2 components. A statement 
of work (SOW) or WBS summary should accompany the WBS. The SOW is 
a narrative of the work to be done. It should include the objectives of the 
work, its scope, resource requirements, tentative due date, feasibility state-
ments, and so on. A good analysis of the WBS structure will make it easier 
to perform scope monitoring, scope verification, and control project work 
later on in the project. Figure 3.5 shows an example of a WBS structure for a 
hypothetical design project.

Project Organization Structures

Project organization structure provides the framework for implementing 
a project across functional units of an organization. Project organization 
structure facilitates integration of functions through cooperation and syn-
ergy. Project organizational structures are used to achieve coordinated and 
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cross-functional efforts to accomplish organizational tasks. There are three 
basic types of organizational structures for projects:

 1. Functional organization structure

 2. Projectized organization structure

 3. Matrix organization structure

However, some specialized or customized adaptations of the three basic 
structures are used in practice to meet unique project situations. Before 
selecting an organizational structure, the project team should assess the 
nature of the job to be performed and its requirements, as contained in the 
WBS. The structure may be defined in terms of functional specializations, 
departmental proximity, standard management boundaries, operational 
relationships, or product requirements.

Traditional Formal Organization Structures

Many organizations use the traditional formal or classical organization struc-
tures, which show hierarchical relationships between individuals or teams 

Level 1
Design
project

Hardware
item 1.1

Item 1.1.1

Item 1.1.1.1

Item 1.1.1.1.1

Item 1.1.1.1.1
–(a)

Item 1.1.1.1.1
–(b)

Item 1.1.1.1.1
–(b)–1

Item 1.2.2.1 Item 1.3.1

Item 1.1.2 Item 1.2.2 Item 1.3.1

Software
item 1.2

Test
item 1.3

Level 2

Level 3

Level 4

FIGURE 3.5
Example of WBS structure for a design project.
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of individuals. Traditional formal organizational structures are effective 
in service enterprises because groups with similar functional responsibili-
ties are clustered at the same level of the structure. A formal organizational 
structure represents the officially sanctioned structure of a functional area. 
An informal organizational structure, on the other hand, develops when 
people organize themselves in an unofficial way to accomplish a project 
objective. The informal organization is often very subtle in that not everyone 
in the organization is aware of its existence. Both formal and informal orga-
nizations exist within every project. Positive characteristics of the traditional 
formal organizational structure include the following:

• Availability of broad manpower base

• Identifiable technical line of control

• Grouping of specialists to share technical knowledge

• Collective line of responsibility

• Possibility of assigning personnel to several different projects

• Clear hierarchy for supervision

• Continuity and consistency of functional disciplines

• Possibility for the establishment of departmental policies, proce-
dures, and missions

However, the traditional formal structure does have some shortcomings as 
summarized below:

• No one individual is directly responsible for the total project.

• Project-oriented planning may be impeded.

• There may not be a clear line of reporting up from the lower levels.

• Coordination is complex.

• A higher level of cooperation is required between adjacent levels.

• The strongest functional group may wrongfully claim project authority.

Functional Organization

The most common type of formal organization is known as the functional 
organization, whereby people are organized into groups dedicated to par-
ticular functions. This structure highlights the need for specialized areas of 
responsibilities, such as marketing, finance, accounting, engineering, produc-
tion, design, and administration. In a functional organization, personnel are 
grouped by job function. While organizational integration is usually desired 
in an enterprise, there still exists a need to have service differentiation. This 
helps to distinguish between business units and functional responsibilities. 
Depending on the size and the type of auxiliary activities involved, sev-
eral minor, but supporting, functional units can be developed for a project. 
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Projects that are organized along functional lines normally reside in a  specific 
department or area of specialization. The project home office or headquarters 
is located in the specific functional department. Figure 3.6 shows examples of 
projects that are organized under the functional structure. The advantages of 
a functional organization structure are presented below:

• Improved accountability

• Personnel within the structure have one clear chain of command 
(supervision)

• Discernible lines of control

• Individuals perform projects only within the boundaries of their 
respective functions

• Flexibility in manpower utilization

• Enhanced comradeship of technical staff

• Improved productivity of specially skilled personnel

• Potential for staff advancement along functional path

• Ability of the home office to serve as a refuge for project problems

The disadvantages of a functional organization structure include:

• Potential division of attention between project goals and regular 
functions

• Conflict between project objectives and regular functions
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FIGURE 3.6
Functional organization structure.
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• Poor coordination similar project responsibilities

• Unreceptive attitudes on the part of the surrogate department

• Multiple layers of management

• Lack of concentrated effort

Projectized Organization

Another approach to organizing a project is to use the end product or goal of 
the project as the determining factor for personnel structure. This is known 
as the projectized structured, but often referred to as pure project organi-
zation or product organization, whereby the project is organized around a 
particular product (e.g., project deliverable, goal). The project is set up as a 
unique entity within the parent organization. It has its own dedicated tech-
nical staff and administration. It is linked to the rest of the system through 
progress reports, organizational policies, procedures, and funding. The inter-
face between product-organized projects and other elements of the organiza-
tion may be strict or liberal, depending on the organization. An example of 
a pure project organization is shown in Figure 3.7. Projects A, B, C, and D in 
the figure may directly represent product types A, B, C, and D. Projectized 
organization structure is suitable for two categories of companies:

 1. Companies that use management-by-projects as a philosophy of 
their operations

 2. Companies that derive most of their revenues from performing proj-
ects for a fee

Such organizations normally have performance systems in place to 
 monitor, track, and control projects. For these companies, the personnel are 
often colocated.

Program manager

Project A
manager

Design Manuf. Design Manuf. Design Manuf. Design Manuf.

Project B
manager

Project C
manager

Project D
manager

FIGURE 3.7
Projectized organization structure.
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The project organization is common in industries that have multiple 
 product lines. Unlike the functional, the project organization decentralizes 
functions. It creates a unit consisting of specialized skills around a given 
project or product. Sometimes referred to as a team, task force, or product 
group, the project organization is common in public, research, and manufac-
turing organizations where specially organized and designated groups are 
assigned specific functions. A major advantage of the product organization 
is that it gives the project members a feeling of dedication to and identifica-
tion with a particular goal.

A possible shortcoming of the project organization is the requirement that 
the product group be sufficiently funded to be able to stand alone. The prod-
uct group may be viewed as an ad hoc unit that is formed for the purpose 
of a specific product. The personnel involved in the project are dedicated to 
the particular mission at hand. At the conclusion of the mission (e.g., prod-
uct phase-out), the personnel may be reassigned to other projects. Product 
organization can facilitate the most diverse and flexible grouping of project 
participants. It has the following advantages:

• Simplicity of structure

• Unity of project purpose

• Localization of project failures

• Condensed and focused communication lines

• Full authority of the project manager

• Quicker decisions due to centralized authority

• Skill development due to project specialization

• Improved motivation, commitment, and concentration

• Flexibility in determining time, cost, performance trade-offs

• Project team’s reporting directly to one project manager or boss

• Ability of individuals to acquire and maintain expertise on a given 
project

The disadvantages of product organization are:

• Narrow view on the part of project personnel (as opposed to a global 
organizational view)

• The same functional expertise is replicated (or duplicated) in mul-
tiple projects

• Mutually exclusive allocation of resources (one worker to one project)

• Duplication of efforts on different but similar projects

• Monopoly of organizational resources

• Project team members may have concerns about life-after-the-project

• Reduced skill diversification
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Another disadvantage of the product organization is the difficulty 
 supervisors have in assessing the technical competence of individual team 
members. Since managers may supervise functional personnel in fields for-
eign to them, it is difficult for them to assess technical capability. For exam-
ple, a project manager in a projectized structure may supervise personnel 
from accounting, engineering, design, manufacturing, sales, marketing, and 
so on. Many major organizations face this problem.

Matrix Organization Structure

The matrix organization structure is a blend of functional and projectized 
structures. It is a frequently used organization structure in business and 
industry. It is used where there is multiple managerial accountability and 
responsibility for a project. It combines the advantages of the traditional 
structure and the product organization structure. The hybrid configuration of 
the matrix structure facilitates maximum resource utilization and increased 
performance within time, cost, and performance constraints. There are usu-
ally two chains of command involving both horizontal and vertical report-
ing lines. The horizontal line deals with the functional line of responsibility 
while the vertical line deals with the project line of responsibility. An exam-
ple of a matrix structure is shown in Figure 3.8. The personnel along each 
vertical line of reporting cross over horizontally to work on the “matrixed” 
project. The matrix structure is said to be strong if it is more closely aligned 
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with the projectized organization structure, and it is said to be a weak matrix 
 structure if it is more closely aligned to a functional structure. A balanced 
matrix structure blends projectized and functional structures equally.

Advantages of matrix organization include the following:

• Good team interaction

• Consolidation of objectives

• Multilateral flow of information

• Lateral mobility for job advancement

• Individuals have an opportunity to work on a variety of projects

• Efficient sharing and utilization of resources

• Reduced project cost due to sharing of personnel

• Continuity of functions after project completion

• Stimulating interactions with other functional teams

• Functional lines rally to support the project efforts

• Each person has a “home” office after project completion

• Company knowledge base is equally available to all projects

Some of the disadvantages of matrix organization are summarized below:

• Matrix response time may be slow for fast-paced projects

• Each project organization operates independently

• Overhead cost due to additional lines of command

• Potential conflict of project priorities

• Problems inherent in having multiple bosses

• Complexity of the structure

Traditionally, industrial projects are conducted in serial functional imple-
mentations such as R&D, engineering, manufacturing, and marketing. At 
each stage, unique specifications and work patterns may be used without 
consulting the preceding and succeeding phases. The consequence is that 
the end product may not possess the original intended characteristics. For 
example, the first project in the series might involve the production of one 
component while the subsequent projects might involve the production of 
other components. The composite product may not achieve the desired per-
formance because the components were not designed and produced from 
a unified point of view. The major appeal of matrix organization is that it 
attempts to provide synergy within groups in an organization. Table 3.2 
summarizes the levels of responsibilities and project characteristics under 
different organizational structures. In a projectized structure, the project 
manager enjoys high to almost total power for project authority and resource 
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availability, whereas he or she will have little power on project authority and 
resource availability under a functional structure.

Elements of a Project Plan

A project plan represents the roadmap for executing a project. It contains the 
outline of the series actions needed to accomplish the project goal. Project 
planning determines how to initiate a project and execute its objectives. It 
may be a simple statement of a project goal or it may be a detailed account of 
procedures to be followed during the project life cycle. In a project plan, all 
roles and responsibilities must be clearly defined. A project plan is not a bar 
chart or Gantt chart. The project manager must be versatile enough to have 
knowledge of most of the components of a project plan. The usual compo-
nents of a detailed project plan include the following:

• Scope planning

• Scope definition

• WBS

• Activity definition

• Activity sequencing

• Activity resource estimating

• Activity duration estimating

• Schedule development

• Cost estimating

• Cost budgeting

TABLE 3.2

 Levels of Project Characteristics under Different Organizational Structures

Organizational Structures

Project 

Characteristics Functional

Weak 

Matrix

Balanced 

Matrix

Strong 

Matrix Projectized

Project manager’s 
authority

Low Limited Low to 
moderate

Moderate 
to high

High

Resource 
availability

Low Limited Low to 
moderate

Moderate 
to high

High

Control of project 
budget

Functional 
manager

Functional 
manager

Mixed Project 
manager

Project 
manager

Role of project 
manager

Part-time Part-time Part-time Full-time Full-time

Project management 
staff

Part-time Part-time Part-time Full-time Full-time
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• Quality plan

• Human resource plan

• Communications plan

• Risk management plan

• Risk identification

• Qualitative and quantitative risk analysis

• Risk response planning

• Contingencies

• Purchase plan

• Acquisition plan

• Contracting plan

Integrated Systems Approach to STEP Projects

Project management tools for STEP projects can be classified into three major 
categories described below:

 1. Qualitative tools: These are the managerial tools that aid in the 
interpersonal and organizational processes required for project 
management.

 2. Quantitative tools: These are analytical techniques that aid in the 
computational aspects of project management.

 3. Computer tools: These are computer software and hardware tools 
that simplify the  process of planning, organizing, scheduling, and 
controlling a project. Software tools can help in with both the qual-
itative and quantitative analyses needed for project management.

Managing Project Requirements

It is often said that Henry Ford offered his Model T automobile customers 
only one color option by saying that customers could have “any color they 
want, as long as it is black.” But the fact is that Ford initially offered three 
colors: green, bright red, and green from 1908 through 1914. But when his 
production technology advanced to the stage of mass production on mov-
ing assembly line, the new process required a fast-drying paint, and only 
one particular black paint pigment met the requirements. Thus, as a result 
of the emergence of fast-moving mass production lines, Ford was forced to 
limit color options to black only. This led to the need for the famous quote. 
The black-only era spanned the period from 1914 through 1925, when fur-
ther painting advances made it possible to have more color options. This 
 represents a classic example of how technology limitations might dictate the 
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execution of project requirements. In oil and gas project management, an 
organization must remain flexible with operational choices as reflected in 
the flowchart in Figure 3.9.

Project Integration

Project integration management specifies how the various parts of a project 
come together to make up the complete project. This knowledge area recog-
nizes the importance of linking several aspects of a project into an  integrated 
whole. This section emphasizes the importance of “togetherness” in any project 

Project inputs

Project plan
Define goals and objectives

Write mission statement
Write statement of work

Management
approaches

Project organization
Analytical tools

CPM, PERT
Systems model

Optimization models
Model development
Solution technique

Output interpretation
Cost optimization

Schedule
Optimization

Computer applications
Software selection
Data organization

Simulation
Schedule generation

Tracking and reporting

Implement and
monitor progress

Merge results

Is goal
achieved?

Yes

No

Project output

Revise plan, modify model, update software run

FIGURE 3.9
Flowchart of integrated STEP project management.
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environment. Project integration management area includes the processes and 
activities needed to identify, define, combine, unify, and coordinate the various 
processes and project activities. The traditional concepts of systems analysis 
are applicable to project processes. The definition of a project system and its 
components refers to the collection of interrelated elements organized for the 
purpose of achieving a common goal. The elements are organized to work syn-
ergistically together to generate a unified output that is greater than the sum of 
the individual outputs of the components. The harmony of project integration 
is evident in the characteristic symbol that this book uses to denote this area of 
project management knowledge.

While the knowledge areas of project management, as discussed in 
the  preceding sections, overlap and can be implemented in alternate 
orders, it is still apparent that project integration management is the first 
step of the project effort. This is particularly based on the fact that the proj-
ect charter and the project scope statement are developed under the project 
integration process. In order to achieve a complete and unified execution 
of a project, both qualitative and quantitative skills must come into play.

Stepwise Project Integration

The integration component of the body of knowledge consists of the ele-
ments shown below:

Step 1: Develop project charter

Step 2: Develop preliminary project scope

Step 3: Develop project management plan

Step 4: Direct and manage project execution

Step 5: Monitor and control project work

Step 6: Perform integrated change control

Step 7: Close project

The seven elements in the block diagram are carried out across the process 
groups presented earlier. The overlay of the elements and the process groups 
are shown in Table 3.3.

In addition to the standard PMBOK inputs, tools, techniques, and outputs, 
the project team will add in-house items of interest to the steps presented in 
this section. Such in-house items are summarized below:

• Inputs: Other in-house (custom) factors of relevance and interest

• Tools and techniques: Other in-house (custom) tools and techniques

• Outputs: Other in-house outputs, reports, and data inferences of 
interest to the organization
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Table 3.4 shows the input-to-output items for developing project  charter. 
The tabular format is useful for explicitly identifying what the project ana-
lyst needs to do or use for each step of the project management process. 
Tables 3.5 through 3.10 present the input-to-output entries for the other steps 
under integration management.

Step 1: Develop Project Charter

Project charter formally authorizes a project. It is a document that provides 
authority to the project manager and it is usually issued by a project initia-
tor or sponsor external to the project organization. The purpose of a charter 
is to define at a high level what the project is about, what the project will 
deliver, what resources are needed, what resources are available, and how 
the project is justified. The charter also represents an organizational commit-
ment to dedicate the time and resources to the project. The charter should be 
shared with all stakeholders as a part of the communication requirement for 
the project. Cooperating stakeholders will not only sign-off on the project, 

TABLE 3.4

Tools and Techniques for Developing Project Charter within 
Integration Management

Step 1: Develop Project Charter

Inputs Tools and Techniques Output(s)

Project contract (if applicable)
Project statement of work
Enterprise environmental 
factors

Organizational process assets
Other in-house (custom) 
factors of relevance and 
interest

Project selection methods
Analytic hierarchy process (AHP)
Project management 
methodology

Project management information 
system

Expert judgment
Balance scorecard
Process control charts
Other in-house (custom) tools and 
techniques

Project charter
Other in-house outputs, 
reports, and data 
inferences of interest 
to the organization

TABLE 3.3

Implementation of Project Integration Elements across Process Groups

Initiating Planning Executing

Monitoring and 

Controlling Closing

Project 

integration

 1. Develop 
project charter

 2. Develop 
preliminary 
project scope

 3. Develop project 
management 
plan

 4. Direct and 
manage 
project 
execution

 5. Monitor and 
control 
project work

 6. Integrated 
change 
control

 7. Close 
project
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TABLE 3.5

Tools and Techniques for Developing Preliminary Project Scope Statement 
within Integration Management

Step 2: Develop Preliminary Project Scope Statement

Inputs Tools and Techniques Output(s)

Project charter
Project statement of work
Enterprise environmental factors
Organizational process assets
Other in-house (custom) factors 
of relevance and interest

Project management 
methodology

Project management 
information system

Expert judgment
CMMI (capability maturity 
model integration)

Critical chain
Process control charts
Other in-house (custom) tools 
and techniques

Preliminary project scope 
statement

Other in-house outputs, 
reports, and data 
inferences of interest to 
the organization

TABLE 3.6

Tools and Techniques for Developing Project Management Plan within 
Integration Management

Step 3: Develop Project Management Plan

Inputs Tools and Techniques Output(s)

Preliminary project scope statement
Project management processes
Enterprise environmental factors
Organizational process assets
Other in-house (custom) factors of 
relevance and interest

Project management 
methodology

Project management 
information system

Expert judgment

Project management 
plan

TABLE 3.7

Tools and Techniques for Managing Project Execution within 
Integration Management

Step 4: Direct and Manage Project Execution

Inputs Tools and Techniques Output(s)

Project management plan
Approved corrective actions
Approved preventive actions
Approved change requests
Approved defect repair
Validated defect repair
Administrative closure 
procedure

Other in-house (custom) 
factors of relevance and 
interest

Project management 
methodology

Project management 
information system

Process flow diagram
Other in-house (custom) 
tools and techniques

Project deliverables
Requested changes
Implemented change requests
Implemented corrective actions
Implemented preventive actions
Implemented defect repair
Work performance information
Other in-house outputs, reports, 
and data inferences of interest 
to the organization
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but also make personal pledges to support the project. Projects are usually 
chartered by an enterprise, a government agency, a company, a program 
organization, or a portfolio organization in response to one or more of the 
following business opportunities or organizational problems:

• Market demand

• Response to regulatory development

• Customer request

• Business need

TABLE 3.9

Tools and Techniques for Integrated Change Control within Integration 
Management

Step 6: Perform Integrated Change Control

Inputs Tools and Techniques Output(s)

Project management plan
Requested changes
Work performance 
information

Recommended preventive 
actions

Recommended corrective 
actions

Deliverables
Other in-house (custom) 
factors of relevance and 
interest

Project management 
methodology

Project management 
information system

Expert judgment
Other in-house (custom) 
tools and techniques

Approved change requests
Rejected change requests
Update project management plan
Update project scope statement
Approved corrective actions
Approved preventive actions
Approved defect repair
Validated defect repair
Deliverables
Other in-house outputs, reports, and 
data inferences of interest to the 
organization

TABLE 3.8

 Tools and Techniques for Monitoring and Controlling Project Work 
within Integration Management

Step 5: Monitor and Control Project Work

Inputs Tools and Techniques Output(s)

Project management plan
Work performance information
Rejected change requests
Other in-house (custom) factors 
of relevance and interest

Project management 
methodology

Project management 
information system

Earned value management
Expert judgment
Other in-house (custom) 
tools and techniques

Recommended corrective 
actions

Recommended preventive 
actions

Forecasts
Recommended defect repair
Requested changes
Other in-house outputs, 
reports, and data 
inferences of interest to the 
organization
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• Exploitation of technological advance

• Legal requirement

• Social need

The driving force for a project charter is the need for an  organization 
to make a decision about which projects to authorize to respond to oper-
ational threats or opportunities. It is desired for a charter to be brief. 
Depending on the size and complexity of a project, the charter should not 
be more than two to three pages. Where additional details are warranted, 
the expatiating details can be provided as addenda to the basic charter 
document. The longer the basic charter, the less the likelihood that every-
one will read and imbibe the contents. So, brevity and conciseness are 
desired virtues of good project charters. The charter should succinctly 
establish the purpose of the project, the participants, and general vision 
for the project.

The project charter is used as the basis for developing project plans. While 
it is developed at the outset of a project, a charter should always be fluid. 
It should be reviewed and updated throughout the life of the project. The 
 components of the project charter are summarized below:

• Project overview

• Assigned project manager and authority level

• Project requirements

• Business needs

• Project purpose, justification, and goals

• Impact statement

• Constraints (time, cost, performance)

• Assumptions

TABLE 3.10

Tools and Techniques for Closing Project within Integration Management

Step 7: Close Project

Inputs Tools and Techniques Output(s)

Project management plan
Contract documentation
Enterprise environmental factors
Organizational process assets
Work performance information
Deliverables
Other in-house (custom) factors 
of relevance and interest

Project management 
methodology

Project management 
information system

Expert judgment
Other in-house (custom) 
tools and techniques

Administrative closure 
procedure

Contract closure procedure
Final product, service or result
Updates on organizational 
process assets

Other in-house outputs, 
reports, and data inferences 
of interest to the organization
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• Project scope

• Financial implications

• Project approach (policies, procedures)

• Project organization

• Participating organizations and their respective roles and level of 
participation

• Summary milestone schedule

• Stakeholder influences

• Assumptions and constraints (organizational, environmental, 
external)

• Business plan and expected return on investment (ROI), if applicable

• Summary budget

The project charter does not include the project plan. Planning documents, 
which may include project schedule, quality plan, staff plan, communication 
hierarchy, financial plan, and risk plan, should be prepared and dissemi-
nated separately from the charter.

• Project overview

• The project overview provides a brief summary of the entire 
project charter. It may provide a brief history of the events that 
led to the project, an explanation of why the project was initi-
ated, a description of project intent and the identity of the origi-
nal project owner.

• Project goals

• Project goals identify the most significant reasons for perform-
ing a project. Goals should describe improvements the project is 
expected to accomplish along with who will benefit from these 
improvements. This section should explain what various bene-
factors will be able to accomplish due to the project. Note that 
Triple C approach requires these details as a required step to 
securing cooperation.

• Impact statement

• The impact statement identifies the influence the project may 
have on the business, operations, schedule, other projects, cur-
rent technology, and existing applications. While these topics are 
beyond the domain of this project, each of these items should be 
raised for possible action.

• Constraints and assumptions

• Constraints and assumptions identify any deliberate or implied 
limitations or restrictions placed on the project along with any 
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current or future environment the project must accommodate. 
These factors will influence many project decisions and strate-
gies. The potential impact of each constraint or assumptions 
should be identified.

• Project scope

• Project scope defines the operational boundaries for the proj-
ect. Specific scope components are the areas or functions to be 
impacted by the project and the work that will be performed. 
The project scope should identify both what is within the scope 
of the project and what is outside the scope of the project.

• Project objectives

• Project objectives identify expected deliverables from the project 
and the criteria that must be satisfied before the project is con-
sidered complete.

• Financial summary

• The financial summary provides a recap of expected costs and 
benefits due to the project. These factors should be more fully 
defined in the cost–benefit analysis of the project. Project finan-
cials must be reforecast during the life of the effort.

• Project approach

• Project approach identifies the general strategy for completing 
the project and explains any methods or processes, particularly 
policies and procedures that will be used during the project.

• Project organization

• The project organization identifies the roles and responsibili-
ties needed to create a meaningful and responsive structure that 
enables the project to be successful. Project organization must 
identify the people who will play each assigned role. At mini-
mum, this section should identify who plays the roles of project 
owner, project manager, and core project team.

• A project owner is required for each project.

 − This role must be filled by one or more individuals who are 
the  fiscal trustee(s) for the project to the larger organiza-
tion. This person considers the global impact of the project 
and deems it worthy of the required expenditure of money 
and time. The project owner communicates the vision for 
the effort and certifies the initial  project charter and project 
plan. Should changes be required, the  project  owner con-
firms these changes and any influence on the project charter 
and project plan. When project decisions cannot be made at 
the team level, the project owner must resolve these issues. 
The project owner must play an active role throughout the 
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project, especially ensuring that needed resources have been 
committed to the project and remain available.

• A project manager is required for each project.

 − The project manager is responsible for initiating, planning, 
executing, and controlling the total project effort. Members 
of the project team report to the project manager for project 
assignments and are accountable to the project manager for 
the completion of their assigned work.

Definition of Inputs to Step 1:

Contract: A contract is a contractual agreement between the organiza-
tion performing the project and the organizing requesting the proj-
ect. It is treated as an input if the project is being done for an external 
customer.

Project statement of work (SOW): This is a narrative description of prod-
ucts or services to be supplied by the project. For internal projects, 
it is provided by the project initiator or sponsor. For external proj-
ects, it is provided by the customer as part of the bid document. For 
example, request for proposal, request for information, request for 
bid, or contract statements may contain specific work to be done. The 
SOW indicates the following:

• Business need based on required training, market demand, tech-
nological advancement, legal requirement, government regula-
tions, industry standards, or trade consensus

• Product scope description, which documents project require-
ments and characteristics of the product or service that the proj-
ect will deliver

• Strategic plan, which ensures that the project supports organiza-
tion’s strategic goals and business tactical actions

Enterprise environmental factors: These are factors that impinge upon the 
business environment of the organization. They include organiza-
tional structure, business culture, governmental standards, industry 
requirements, quality standards, trade agreements, physical infra-
structure, technical assets, proprietary information, existing human 
resources, personnel administration, internal work authorization 
system, marketplace profile, competition, stakeholder requirements, 
stakeholder risk tolerance levels, commercial obligations, access to 
standardized cost estimating data, industry risk, technology vari-
ances, product life cycle, and PMIS.

Organizational process assets: These refer to the business processes 
used within an organization. They include standard processes, 
guidelines, policies, procedures, operational templates, criteria for 
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customizing standards to specific project requirements, organiza-
tion communication matrix, responsibility matrix, project closure 
guidelines (e.g., sunset clause), financial controls procedure, defect 
management procedures, change control procedures, risk control 
procedures, process for issuing work authorizations, processes for 
approving work authorizations, management of corporate knowl-
edge base, and so on.

Definition of Tools and Techniques for Step 1:

Project selection methods: These methods are used to determine which 
projects an organization will select for implementation. The meth-
ods can range from basic seat-of-the-pants heuristics to highly com-
plex analytical techniques. Some examples are benefit measurement 
methods, comparative measure of worth analysis, scoring models, 
benefit contribution, capital rationing approaches, budget allocation 
methods, and graphical analysis tools. Analytical techniques are 
mathematical models that use linear programming, nonlinear pro-
gramming, dynamic programming, integer programming, multiat-
tribute optimization, and other algorithmic tools.

Project management methodology: This defines the set of project manage-
ment process groups, their collateral processes, and related control 
functions that are combined for implementation for a particular 
project. The methodology may or may not follow a project man-
agement standard. It may be an adaptation of an existing project 
implementation template. It can also be a formal mature process 
or informal technique that aids in effectively developing a project 
charter.

PMIS: This is a standardized set of automated tools available within the 
organization and integrated into a system for the purpose of sup-
porting the generation of a project charter, facilitating feedback as 
the charter is refined, controlling changes to the project charter, or 
releasing the approved document.

Expert judgment: This is often used to assess the inputs needed to develop 
the project charter. Expert judgment is available from sources such 
as experiential database of the organization, knowledge repository, 
knowledge management practices, knowledge transfer protocol, 
business units within the organization, consultants, stakeholders, 
customers, sponsors, professional organizations, technical associa-
tions, and industry groups.

Definition of Output of Step 1:

Project charter: As defined earlier in this chapter, project charter is a 
 formal document that authorizes a project. It provides authority to the 
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project manager and it is usually issued by a project initiator or spon-
sor external to the project organization. It empowers the project team 
to carry out actions needed to accomplish the end goal of the project.

Step 2: Develop Preliminary Project Scope Statement

Project scope presents a definition of what needs to be done. It specifies the 
characteristics and boundaries of the project and its associated products 
and services, as well as the methods of acceptance and scope control. Scope 
is developed based on information provided by the projected initiator or 
sponsor.  Scope statement includes the following:

• Project and product objectives

• Product characteristics

• Service requirements

• Product acceptance criteria

• Project constraints

• Project assumptions

• Initial project organization

• Initial defined risks

• Schedule milestones

• Initial WBS

• Order-of-magnitude cost estimate

• Project configuration management requirements

• Approval requirements

Definition of Inputs to Step 2:

Inputs for Step 2 are the same as defined for Step 1 covering project charter, 
SOW, environmental factors, and organizational process assets.

Definition of Tools and Techniques for Step 2:

The tools and techniques for Step 2 are the same as defined for Step 1 and 
cover project management methodology, PMIS, and expert judgment.

Definition of Output of Step 2:

The output of Step 2 is the preliminary project scope statement, which was 
defined and described earlier.

Step 3: Develop Project Management Plan

A project management plan includes all actions necessary to define, integrate, 
and coordinate all subsidiary and complementing plans into a cohesive proj-
ect management plan. It defines how the project is executed, monitored and 
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controlled, and closed. The project management plan is updated and revised 
through the integrated change control process. In addition, the process of 
developing project management plan documents the collection of outputs of 
planning processes and includes the following:

• Project management processes selected by the project management 
team

• Level of implementation of each selected process

• Descriptions of tools and techniques to be used for accomplishing 
those processes

• How selected processes will be used to manage the specific project

• How work will be executed to accomplish the project objectives

• How changes will be monitored and controlled

• How configuration management will be performed

• How integrity of the performance measurement baselines will be 
maintained and used

• The requirements and techniques for communication among 
stakeholders

• The selected project life cycle and, for multiphase projects, the asso-
ciated project phases

• Key management reviews for content, extent, and timing

The project management plan can be a summary or integration of  relevant 
subsidiary, auxiliary, and ancillary project plans. All efforts that are expected 
to contribute to the project goal can be linked into the overall project plan, 
each with the appropriate level of detail. Examples of subsidiary plans are 
the following:

• Project scope management plan

• Schedule management plan

• Cost management plan

• Quality management plan

• Process improvement plan

• Staffing management plan

• Communication management plan

• Risk management plan

• Procurement management plan

• Milestone list

• Resource calendar

• Cost baseline
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• Quality baseline

• Risk register

Definition of Inputs to Step 3:

Inputs to Step 3 are the same as defined previously and include preliminary 
project scope statement, project management processes, enterprise environ-
mental factors, and organizational process assets.

Definition of Tools and Techniques for Step 3:

The tools and techniques for Step 3 are project management methodology, 
project information system, and expert judgment. Project management 
 methodology defines a process that aids a project management team in 
developing and controlling changes to the project plan. PMIS at this step 
covers the following segments:

• Automated system, which is used by the project team to do the 
following:

• Support generation of the project management plan

• Facilitate feedback as the document is developed

• Control changes to the project management plan

• Release the approved document

• Configuration management system, which is a subsystem that 
includes subprocesses for accomplishing the following:

• Submitting proposed changes

• Tracking systems for reviewing and authorizing changes

• Providing a method to validate approved changes

• Implementing change management system

• Configuration management system, which forms a collection of for-
mal procedures used to apply technical and administrative over-
sight to do the following:

• Identify and document functional and physical characteristics of 
a product or component

• Control any changes to such characteristics

• Record and report each change and its implementation status

• Support audit of the products or components to verify confor-
mance to requirements

• Change control system is the segment of PMIS that provides a collec-
tion of formal procedures that define how project deliverables and 
documentation are controlled.

Expert judgment, the third tool for Step 3, is applied to develop technical 
and management details to be included in the project management plan.
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Definition of Output of Step 3:

The output of Step 3 is the project management plan.

Step 4: Direct and Manage Project Execution

Step 4 requires the project manager and project team to perform multiple 
actions to execute the project plan successfully. Some of the required activi-
ties for project execution are summarized below:

• Perform activities to accomplish project objectives

• Expend effort and spend funds

• Staff, train, and manage project team members

• Obtain quotation, bids, offers, or proposals as appropriate

• Implement planned methods and standards

• Create, control, verify, and validate project deliverables

• Manage risks and implement risk response activities

• Manage sellers

• Adapt approved changes into scope, plans, and environment

• Establish and manage external and internal communication channels

• Collect project data and report cost, schedule, technical and quality 
progress and status information to facilitate forecasting

• Collect and document lessons learned and implement approved 
process improvement activities

The process of directing and managing project execution also requires 
implementation of the following:

• Approved corrective actions that will bring anticipated project per-
formance into compliance with the plan

• Approved preventive actions to reduce the probability of potential 
negative consequences

• Approved defect repair requests to correct product defects during 
quality process

Definition of Inputs to Step 4:

Inputs to Step 4 are summarized as follows:

• Project management plan.

• Approved corrective actions: These are documented, authorized direc-
tions required to bring expected future project performance into 
conformance with the project management plan.
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• Approved change requests: These include documented, authorized 
changes to expand or contract project scope. Can also modify poli-
cies, project management plans, procedures, costs, budgets, or revise 
schedules. Change requests are implemented by the project team.

• Approved defect repair: This is documented, authorized request for 
product correction of defect found during the quality inspection or 
the audit process.

• Validated defect repair: This is notification that reinspected repaired 
items have either been accepted or rejected.

• Administrative closure procedure: This documents all the activities, 
interactions, and related roles and responsibilities needed in execut-
ing the administrative closure procedure for the project.

Definition of Tools and Techniques for Step 4:

The tools and techniques for Step 4 are project management methodology 
and PMIS, and they were previously defined.

Definition of Outputs of Step 4:

• Deliverables

• Requested changes

• Implemented change requests

• Implemented corrective actions

• Implemented preventive actions

• Implemented defect repair

• Work performance information

Step 5: Monitor and Control Project Work

No organization can be strategic without being quantitative. It is through 
quantitative measures that a project can be tracked, measured, assessed, and 
controlled. The need for monitoring and control can be evident in the request 
for quantification (RFQ) that some project funding agencies use. Some quan-
tifiable performance measures are schedule outcome, cost effectiveness, 
response time, number of reworks, and lines of computer codes developed. 
Monitoring and controlling are performed to monitor project processes asso-
ciated with initiating, planning, executing, and closing and is concerned 
with the following:

• Comparing actual performance against plan

• Assessing performance to determine whether corrective or preven-
tive actions are required, and then recommending those actions as 
necessary
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• Analyzing, tracking, and monitoring project risks to make sure 
risks are identified, status is reported, and response plans are being 
executed

• Maintaining an accurate timely information base concerning the 
project’s products and associated documentation

• Providing information to support status reporting, progress mea-
surement, and forecasting

• Providing forecasts to update current cost and schedule information

• Monitoring implementation of approved changes

Definition of Inputs to Step 5:

Inputs to Step 5 include the following:

• Project management plan

• Work performance plan

• Rejected change requests

• Change requests

• Supporting documentation

• Change review status showing disposition of rejected change 
requests

Definition of Tools and Techniques for Step 5:

• Project management methodology.

• PMIS.

• Earned value technique: This measures performance as project 
moves from initiation through closure. It provides means to forecast 
future performance based on past performance.

• Expert judgment.

Definition of Outputs of Step 5:

• Recommended corrective actions: Documented recommendations 
required to bring expected future project performance into confor-
mance with the project management plan

• Recommended preventive actions: Documented recommendations that 
reduce the probability of negative consequences associated with 
project risks

• Forecasts: Estimates or predictions of conditions and events in the 
project’s future based on information available at the time of the 
forecast
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• Recommended defect repair: Some defects found during quality inspec-
tion and audit process recommended for correction

• Requested changes

Step 6: Integrated Change Control

Integrated change control is performed from project inception through com-
pletion. It is required because projects rarely run according to plan. Major 
components of integrated change control include the following:

• Identifying when a change needs to occur or when a change has 
occurred

• Amending factors that circumvent change control procedures

• Reviewing and approving requested changes

• Managing and regulating flow of approved changes

• Maintaining and approving recommended corrective and preven-
tive actions

• Controlling and updating scope, cost, budget, schedule, and quality 
requirements based upon approved changes

• Documenting the complete impact of requested changes

• Validating defect repair

• Controlling project quality to standards based on quality reports

Combining configuration management system with integrated change 
control includes identifying, documenting, and controlling changes to the 
baseline. Project-wide application of the configuration management system, 
including change control processes, accomplishes three major objectives:

• Establishes evolutionary method to consistently identify and request 
changes to established baselines and to assess the value and effec-
tiveness of those changes

• Provides opportunities to continuously validate and improve the 
project by considering the impact of each change

• Provides the mechanism for the project management team to consis-
tently communicate all changes to the stakeholders

Integrated change control process includes some specific activities of the 
configuration management as summarized below:

• Configuration identification: This provides the basis from which the 
configuration of products is defined and verified, products and 
documents are labeled, changes are managed, and accountability is 
maintained.
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• Configuration status accounting: This involves capturing, storing, and 
accessing configuration information needed to manage products 
and product information effectively.

• Configuration verification and auditing: This involves confirming that 
performance and functional requirements defined in the configura-
tion documentation have been satisfied.

Under integrated change control, every documented requested change 
must be either accepted or rejected by some authority within the project 
management team or an external organization representing the initiator, 
sponsor, or customer. Integrated change control can, possibly, be controlled 
by a change control board.

Definition of Inputs to Step 6:

The inputs to Step 6 include the following items, which were all described 
earlier:

• Project management plan

• Requested changes

• Work performance information

• Recommended preventive actions

• Deliverables

Definition of Tools and Techniques for Step 6:

• Project management methodology: This defines a process that helps a 
project management team in implementing integrated change con-
trol for the project.

• PMIS: This is an automated system used by the team as an aid for the 
implementation of an integrated change control process for the proj-
ect. It also facilitates feedback for the project and controls changes 
across the project.

• Expert judgment: This refers to the process whereby the project team 
uses stakeholders with expert judgment on the change control board 
to control and approve all requested changes to any aspect of the 
project.

Definition of Outputs of Step 6:

The outputs of Step 6 include the following:

• Approved change requested

• Rejected change requests

• Project management plan (updates)

• Project scope statement (updates)
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• Approved corrective actions

• Approved preventive actions

• Approved defect repair

• Validated defect repair

• Deliverables

Step 7: Close Project

At its completion, a project must be formally closed. This involves perform-
ing the project closure portion of the project management plan or closure of 
a phase of a multiphase project. There are two main procedures developed to 
establish interactions necessary to perform the closure function:

• Administrative closure procedure: This provides details of all activi-
ties, interactions, and related roles and responsibilities involved in 
executing the administrative closure of the project. It also covers 
activities needed to collect project records, analyze project success 
or failure, gather lessons learned, and archive project information.

• Contract closure procedure: This involves both product verification 
and administrative closure for any existing contract agreements. 
Contract closure procedure is an input to the close contract process.

Definition of Inputs to Step 7:

The inputs to Step 7 are the following:

• Project management plan.

• Contract documentation: This is an input used to perform the 
contract closure process and includes the contract itself as well as 
changes to the contract and other documentation, such as technical 
approach, product description, or deliverable acceptance criteria and 
procedures.

• Enterprise environmental factors.

• Organizational process assets.

• Work performance information.

• Deliverables, as previously described, and also as approved by the 
integrated change control process.

Definition of Tools and Techniques of Step 7:

• Project management methodology

• PMIS

• Expert judgment
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Definition of Outputs of Step 7:

• Administrative closure procedure

• Procedures to transfer the project products or services to pro-
duction and/or operations are developed and established at this 
stage

• This stage covers a step-by-step methodology for administrative 
closure that addresses the following:

 − Actions and activities to define the stakeholder approval 
requirements for changes and all levels of deliverables

 − Actions and activities confirm project has met all sponsor, 
customer, and other stakeholders’ requirements

 − Actions and activities to verify that all deliverables have been 
provided and accepted

 − Actions and activities to validate completion and exit criteria 
for the project

• Contract closure procedure

• This stage provides a step-by-step methodology that addresses 
the terms and conditions of the contracts and any required com-
pletion or exit criteria for contract closure

• Actions performed at this stage formally close all contracts asso-
ciated with the completed project

• Final product, service, or result

• Formal acceptance and handover of the final product, service, or 
result that the project was authorized to provide

• Formal statement confirming that the terms of the contract have 
been met

• Organizational process assets (updates)

• Development of the index and location of project documentation 
using the configuration management system

• Formal acceptance documentation, which formally indicates the 
customer or sponsor has officially accepted the deliverables

• Project files, which contain all documentation resulting from the 
project activities

• Project closure documents, which consist of a formal documen-
tation indicating the completion of the project and transfer of 
deliverables

• Historical information, which is transferred to knowledge base 
of lessons learned for use by future projects

• Traceability of process steps
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Project Sustainability

Project efforts must be sustained for a project to achieve the intended end 
results in the long run. Project sustainability is not often addressed in project 
management, but it is very essential particularly for projects in the oil and 
gas industry.

Sustainability, in ordinary usage, refers to the capacity to maintain a cer-
tain process or state indefinitely. In day-to-day parlance, the concept of sus-
tainability is applied more specifically to living organisms and systems, 
particularly environmental systems. As applied to the human community, 
sustainability has been expressed as meeting the needs of the present with-
out compromising the ability of future generations to meet their own needs. 
The term has its roots in ecology as the ability of an ecosystem to main-
tain ecological processes, functions, biodiversity, and productivity into the 
future. When applied to systems, sustainability brings out the conventional 
attributes of a system in terms of having the following capabilities:

• Self-regulation

• Self-adjustment

• Self-correction

• Self-recreation

To be sustainable, nature’s resources must only be used at a rate at which 
they can be replenished naturally. Within the environmental science com-
munity, there is a strong belief that the world is progressing on an unsustain-
able path because the Earth’s limited natural resources are being consumed 
more rapidly than they are being replaced by nature. Consequently, a collec-
tive human effort to keep human use of natural resources within the sustain-
able development aspect of the Earth’s finite resource limits has become an 
issue of urgent importance. Unsustainable management of natural resources 
puts the Earth’s future in jeopardy.

Sustainability has become a widespread, controversial, and complex issue 
that is applied in many different ways, including the following:

• Sustainability of ecological systems or biological organization (e.g., 
wetlands, prairies, forests)

• Sustainability of human organization (e.g., ecovillages, eco-munici-
palities, sustainable cities)

• Sustainability of human activities and disciplines (e.g., sustainable 
agriculture, sustainable architecture, sustainable energy)

• Sustainability of projects (e.g., operations, resource allocation, cost 
control)

For project integration, the concept of sustainability can be applied to facil-
itate collaboration across project entities. The process of achieving continued 
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improvement in operations, in a sustainable way, requires that engineers 
create new technologies that facilitate interdisciplinary thought exchanges. 
Under the project methodology of this book sustainability means asking 
questions that relate to the consistency and long-term execution of the proj-
ect plan. Essential questions that should be addressed include the following:

• Is the project plan supportable under current operating conditions?

• Will the estimated cost remain stable within some tolerance bounds?

• Are human resources skills able to keep up with the ever-changing 
requirements of a complex project?

• Will the project team persevere toward the project goal, through 
both rough and smooth times?

• Will interest and enthusiasm for the project be sustained beyond the 
initial euphoria?

Figure 3.10 illustrates a potential distribution of how organizations 
embrace the tools and techniques of project management. The innovators 
are those who are always on the cutting edge of the applications of proj-
ect management. They find creative ways to use existing tools and invest in 
creating new and enhanced tools. The early adopters are those who capital-
ize on using project management whenever an opportunity develops. Early 
champions are those who provide support for and encourage the applica-
tion of project management. Most managers will fall in this category. Late 
champions are those who say “show me the money” and I will believe. They 
eventually come around to the side of project management once they see and 
experience the benefits directly. The laggards are those who remain obsti-
nate no matter what. They deprive themselves of the structured benefits of 
project management. This is where organizations should focus more efforts 
to encourage the laggards to move in the direction of embracing and apply-
ing project management.

Innovators

3% 13% 34% 34% 16%

Early
adopters

Early
champions

Late
champions Laggards

FIGURE 3.10
Percentage categories of how organizations embrace project management.
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4
Oil and Gas Project Communication

Communication is the foundation of project success.

Communication is vital to everything in a project (Mooz and Howard, 2003). 
Any successful project manager would spend 90% of his or her time on com-
munication activities. This is a vital function that is even more crucial in the oil 
and gas business because of the multitude of stakeholders. Communications 
management refers to the functional interface between individuals and 
groups within the project environment. This involves proper organization, 
routing, and control of information needed to facilitate work. Good commu-
nication is in effect when there is a common understanding of information 
between the communicator and the target. Communications management 
facilitates unity of purpose in the project environment. The success of a proj-
ect is directly related to the effectiveness of project communication.

The project team should employ all possible avenues to get the project 
information across to everyone.

Communications Management: Step-by-Step Implementation

The communications management component of the PMBOK consists of the 
four elements shown below:

Step 1: Communications planning

Step 2: Information distribution

Step 3: Performance reporting

Step 4: Manage stakeholders

Table 4.1 shows an implementation of communications management across 
the process groups of project management. Tables 4.2 through 4.5 present the 
inputs, tools, techniques, and outputs of each step of communications man-
agement. Communications planning involves determining the information 
and communication needs of the stakeholders regarding who needs what 
information, when, where, and how. Information distribution involves mak-
ing the needed information available to project stakeholders in a timely man-
ner and in appropriate dosage. Performance reporting involves collecting 
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and disseminating performance information, which includes status report-
ing, progress measurement, and forecasting. Managing stakeholders involves 
managing communications to satisfy the requirements of the stakeholders so 
as to resolve issues that develop.

Complexity of Multiperson Communication

Communication complexity increases with an increase in the number of 
communication channels. It is one thing to wish to communicate freely, but it 
is another thing to contend with the increased complexity when more people 
are involved. The statistical formula of combination can be used to estimate 
the complexity of communication as a function of the number of communi-
cation channels or number of participants. The combination formula is used 

TABLE 4.1

Implementation of Communications Management across Process Groups

Initiating Planning Executing

Monitoring and 

Controlling Closing

Project communications 
management

1. Communications 
planning

2. Information 
distribution

3. Performance 
reporting

4. Manage 
stakeholders

Source: PMI. 2004. A Guide to the Project Management Body of Knowledge (PMBOK Guide), 3rd 
Edition, Project Management Institute, Newtown Square, PA.

TABLE 4.2

Tools and Techniques for Communications Planning within Project 
Communications Management

Step 1: Communications Planning

Inputs Tools and Techniques Output(s)

Enterprise environmental 
factors

Communications 
requirement analysis

Communications 
management plan

Organizational process assets Communications 
technology

Other in-house outputs, 
reports, and data inferences 
of interest to the 
organization

Project scope statement Communications 
responsibility matrix

Project constraints and 
assumptions

Collaborative alliance

Other in-house (custom) factors 
of relevance and interest

Other in-house (custom) 
tools and techniques
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TABLE 4.3

Tools and Techniques for Information Distribution within Project Communications 
Management

Step 2: Information Distribution

Inputs Tools and Techniques Output(s)

Communications 
management plan

Communication modes and 
skills

Organizational process assets 
(updates)

Personnel distribution list Social networking Other in-house outputs, 
reports, and data inferences 
of interest to the organization

Other in-house (custom) 
factors of relevance and 
interest

Influence networking

Meetings and dialogues

Communication relationships

Information gathering and 
retrieval systems

Information distribution 
methods

Lessons learned

Best practices

Information Eexchange

Other in-house (custom) 
tools and techniques

TABLE 4.4

Tools and Techniques for Performance Reporting within Project Communications 
Management

Step 3: Performance Reporting

Inputs Tools and Techniques Output(s)

Work performance 
information

Information presentation 
tools

Performance reports

Performance 
measurements

Performance information 
gathering and compilation

Forecasts

Forecasted completion Status review meetings Requested changes

Quality control 
measurements

Time reporting systems Recommended corrective 
actions

Project performance 
measurement baseline

Cost reporting systems Organizational process assets

Approved change 
requests

Other in-house outputs, 
reports, and data inferences 
of interest to the organization

List of deliverables Other in-house (custom) 
tools and techniques

Other in-house (custom) 
factors of relevance and 
interest
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to calculate the number of possible combinations of r objects from a set of n 
objects. This is written as

 
n rC

n

r n r
=

−

!

![ ]!  
(4.1)

In the case of communication, for illustration purposes, we assume that 
communication is between two members of a team at a time. That is, com-
bination of two from n team members. That is, the number of possible com-
binations of two members out of a team of n people. Thus, the formula for 
communication complexity reduces to the expression below, after some of 
the computation factors cancel out:
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In a similar vein, Badiru (2008) introduced a formula for cooperation com-
plexity based on the statistical concept of permutation. Permutation is the 
number of possible arrangements of k objects taken from a set of n objects. 
The permutation formula is written as

 
n kP

n

n k
=

−
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( )!  
(4.3)

Thus, for the number of possible permutations of two members out of a 
team of n members is estimated as

TABLE 4.5

Tools and Techniques for Managing Stakeholders within Project Communications 
Management

Step 4: Manage Stakeholders

Inputs Tools and Techniques Output(s)

Communications 
management plan

Communications methods Resolved issues

Organizational process assets Issue logs Conflict resolution report

Other in-house (custom) 
factors of relevance and 
interest

Other in-house (custom) 
tools and techniques

Approved change requests

Approved corrective actions

Organizational process assets 
(updates)

Other in-house outputs, 
reports, and data inferences 
of interest to the organization
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 nP2 = n(n − 1) (4.4)

The permutation formula is used for cooperation because cooperation is 
bidirectional. Full cooperation requires that if A cooperates with B, then B 
must cooperate with A. But A cooperating with B does not necessarily imply 
B cooperating with A. In notational form, that is

 A → B does not necessarily imply B → A. 

Figure 4.1 shows the relative plots of communication complexity and coop-
eration complexity as function of project team size, n. It is seen that complex-
ity increases rapidly as the number of communication participants increases. 
Coordination complexity is even more exponential as the number of team 
members increases. Interested readers can derive their own coordination 
complexity formula based on the standard combination and permutation 
formulas or other statistical measures. The complexity formulas indicate a 
need for a more structured approach to implement the techniques of project 
management. The communications templates and guidelines presented in 
this chapter are useful for the general management of STEP projects. Each 
specific project implementation must adapt the guidelines to the prevailing 
scenario and constraints of a project.

Using the Triple C Model

The Triple C model of communication, cooperation, and coordination pre-
sented by Badiru (2008) is a viable tool for ensuring effective communi-
cation in the project environment. The Triple C model states that project 

Complexity level

 Cooperation complexity

 Communication complexity

 Number of participants

 f (n) = n(n–1)

 f (n) =
2

n(n–1)

FIGURE 4.1
Plots of communication and cooperation complexities.
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management can be enhanced by implementing it within the following inte-
grated and hierarchical processes:

• Communication

• Cooperation

• Coordination

The model facilitates a systematic approach to project planning, organiz-
ing, scheduling, and control. The Triple C model requires communication to 
be the first and foremost function in the project endeavor. The model explic-
itly provides an avenue to address questions such as the following:

When will the project be accomplished?

Which tools are available for the project?

What training is needed for the project execution?

What resources are available for the project?

Who will participate on the project team?

Figure 4.2 illustrates the three elements of the Triple C model with respect 
to cost, schedule, and performance improvement goals.

Figure 4.3 presents a framework for the application of the Triple C model 
within PMBOK.

Triple C highlights what must be done and when. It can also help to iden-
tify the resources (personnel, equipment, facilities, etc.) required for each 

C

Cost
Schedule

Requirements

C C

Communication

C
oo

pe
ra

ti
on

C
ooperation

FIGURE 4.2
Triple C for planning, scheduling, and control.
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effort in the project. It points out important questions such as

• Does each project participant know what the objective is?

• Does each participant know his or her role in achieving the objective?

• What obstacles may prevent a participant from playing his or her 
role effectively?

Triple C can mitigate disparity between idea and practice because it explic-
itly solicits information about the critical aspects of a project. The different 
types of communication, cooperation, and coordination are outlined below.

Types of communication:

• Verbal

• Written

• Body language

• Visual tools (e.g., graphical tools)

• Sensual (use of all five senses: sight, smell, touch, taste, and  hearing—
olfactory, tactile, and auditory)

• Simplex (unidirectional)

1
Integration

management
2

Scope
management

3
Time

management

4
Cost

management

5
Quality

management

6
Human resource

management

7
Communications

management

8
Risk

management

9
Procurement
management C

Cost
Schedule

Requirements

C C

Communication

C
oo

pe
ra

ti
on

C
ooperation

FIGURE 4.3
Implementing Triple C within PMBOK.
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• Half-duplex (bidirectional with time lag)

• Full-duplex (real-time dialogue)

• One-on-one

• One-to-many

• Many-to-one

Types of cooperation:

• Proximity

• Functional

• Professional

• Social

• Romantic

• Power influence

• Authority influence

• Hierarchical

• Lateral

• Cooperation by intimidation

• Cooperation by enticement

Types of coordination:

• Teaming

• Delegation

• Supervision

• Partnership

• Token-passing

• Baton hand-off

Typical Triple C Questions

Questioning is the best approach to getting information for effective project 
management. Everything should be questioned. By upfront questions, we 
can preempt and avert project problems later on. The typical questions to ask 
under Triple C approach are:

• What is the purpose of the project?

• Who is in charge of the project?
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• Why is the project needed?

• Where is the project located?

• When will the project be carried out?

• How will the project contribute to increased opportunities for the 
organization?

• What is the project designed to achieve?

• How will the project affect different groups of people within the 
organization?

• What will be the project approach or methodology?

• What other groups or organizations will be involved (if any)?

• What will happen at the end of the project?

• How will the project be tracked, monitored, evaluated, and reported?

• What resources are required?

• What are the associated costs of the required resources?

• How do the project objectives fit the goal of the organization?

• What respective contribution is expected from each participant?

• What level of cooperation is expected from each group?

• Where is the coordinating point for the project?

How to Accomplish Triple C Communication

Communication makes working together possible. The communication 
function of project management involves making all those concerned 
become aware of project requirements and progress. Those who will 
be affected by the project directly or indirectly, as direct participants 
or as   beneficiaries, should be informed as appropriate regarding the 
following:

• Scope of the project

• Personnel contribution required

• Expected cost and merits of the project

• Project organization and implementation plan

• Potential adverse effects if the project should fail

• Alternatives, if any, for achieving the project goal

• Potential direct and indirect benefits of the project
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The communication channel must be kept open throughout the project life 
cycle. In addition to internal communication, appropriate external sources 
should also be consulted. The project manager must:

• Exude commitment to the project

• Utilize the communication responsibility matrix

• Facilitate multichannel communication interfaces

• Identify internal and external communication needs

• Resolve organizational and communication hierarchies

• Encourage both formal and informal communication links

When clear communication is maintained between management and 
employees and among peers, many project problems can be averted. Project 
communication may be carried out in one or more of the following formats:

• One-to-many

• One-to-one

• Many-to-one

• Written and formal

• Written and informal

• Oral and formal

• Oral and informal

• Nonverbal gestures

Good communication is affected when what is implied is perceived as 
intended. Effective communications are vital to the success of any project. 
Despite the awareness that proper communications form the blueprint for 
project success, many organizations still fail in their communications func-
tions. The study of communication is complex. Factors that influence the 
effectiveness of communication within a project organization structure 
include the following:

 1. Personal perception. Each person perceives events on the basis of per-
sonal psychological, social, cultural, and experimental background. 
As a result, no two people can interpret a given event the same way. 
The nature of events is not always the critical aspect of a problem 
situation. Rather, the problem is often the different perceptions of 
the different people involved.

 2. Psychological profile. The psychological makeup of each person deter-
mines personal reactions to events or words. Thus, individual needs 
and level of thinking will dictate how a message is interpreted.
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 3. Social environment. Communication problems sometimes arise because 
people have been conditioned by their prevailing social environ-
ment to interpret certain things in unique ways. Vocabulary, idioms, 
organizational status, social stereotypes, and economic situation are 
among the social factors that can thwart effective communication.

 4. Cultural background. Cultural differences are among the most perva-
sive barriers to project communications, especially in today’s multi-
national organizations. Language and cultural idiosyncrasies often 
determine how communication is approached and interpreted.

 5. Semantic and syntactic factors. Semantic and syntactic barriers to 
communications usually occur in written documents. Semantic 
factors are those that relate to the intrinsic knowledge of the 
subject of communication. Syntactic factors are those that relate 
to the form in which the communication is presented. The prob-
lems created by these factors become acute in situations where 
response, feedback, or reaction to the communication cannot be 
observed.

 6. Organizational structure. Frequently, the organization structure in 
which a project is conducted has a direct influence on the flow of 
information and, consequently, on the effectiveness of communica-
tion. Organization hierarchy may determine how different person-
nel levels perceive a given communication.

 7. Communication media. The method of transmitting a message may 
also affect the value ascribed to the message and consequently, how 
it is interpreted or used. The common barriers to project communi-
cations are:

• Inattentiveness

• Lack of organization

• Outstanding grudges

• Preconceived notions

• Ambiguous presentation

• Emotions and sentiments

• Lack of communication feedback

• Sloppy and unprofessional presentation

• Lack of confidence in the communicator

• Lack of confidence by the communicator

• Low credibility of the communicator

• Unnecessary technical jargon

• Too many people involved

• Untimely communication
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• Arrogance or imposition

• Lack of focus

Some suggestions on improving the effectiveness of communication are 
presented next. The recommendations may be implemented as appropriate 
for any of the forms of communications listed earlier. The recommendations 
are for both the communicator and the audience.

 1. Never assume that the integrity of the information sent will be pre-
served as the information passes through several communication 
channels. Information is generally filtered, condensed, or expanded 
by the receivers before relaying it to the next destination. While 
preparing a communication that needs to pass through several 
organization structures, one safeguard is to compose the original 
information in a concise form to minimize the need for recomposi-
tion of the project structure.

 2. Give the audience a central role in the discussion. A leading role can 
help make a person feel a part of the project effort and responsible 
for the projects’ success. One can then have a more constructive view 
of project communication.

 3. Do homework and think through the intended accomplishment of 
the communication. This helps eliminate trivial and inconsequential 
communication efforts.

 4. Carefully plan the organization of the ideas embodied in the com-
munication. Use indexing or points of reference whenever possible. 
Grouping ideas into related chunks of information can be particu-
larly effective. Present the short messages first. Short messages help 
create focus, maintain interest, and prepare the mind for the longer 
messages to follow.

 5. Highlight why the communication is of interest and how it is 
intended to be used. Full attention should be given to the content of 
the message with regard to the prevailing project situation.

 6. Elicit the support of those around you by integrating their ideas into 
communication. The more people feel that they have contributed to 
the issue, the more expeditious they are in soliciting the coopera-
tion of others. The effect of the multiplicative rule can quickly garner 
support for the communication purpose.

 7. Be responsive to the feelings of others. It takes two to communicate. 
Anticipate and appreciate the reactions of members of the audience. 
Recognize their operational circumstances and present your mes-
sage in a form they can relate to.

 8. Accept constructive criticism. Nobody is infallible. Use criticism as a 
springboard to higher communication performance.
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 9. Exhibit interest in the issue to arouse the interest of your audience. 
Avoid delivering your messages as a matter of a routine organiza-
tional requirement.

 10. Obtain and furnish feedback promptly. Clarify vague points with 
examples.

 11. Communicate at the appropriate time, at the right place, and to the 
right people.

 12. Reinforce words with positive action. Never promise what cannot be 
delivered. Value your credibility.

 13. Maintain eye contact in oral communication and read the facial 
expressions of your audience to obtain real-time feedback.

 14. Concentrate on listening as much as speaking. Evaluate both the 
implicit and explicit meanings of statements.

 15. Document communication transactions for future references.

 16. Avoid asking questions that can be answered yes or no. Use relevant 
questions to focus the attention of the audience. Use questions that 
make people reflect upon their words, such as, “How do you think 
this will work?” compared to “Do you think this will work?”

 17. Avoid patronizing the audience. Respect their judgment and 
knowledge.

 18. Speak and write in a controlled tempo. Avoid emotionally charged 
voice inflections.

 19. Create an atmosphere for formal and informal exchange of ideas.

 20. Summarize the objectives of the communication and how they will 
be achieved.

SMART Communication

The key to getting everyone on board with a project is to ensure that task 
objectives are clear and comply with the principle of SMART as outlined 
below:

Specific: The task objective must be specific.

Measurable: The task objective must be measurable.

Aligned: The task objective must be achievable and aligned with an 
overall project goal.

Realistic: The task objective must be realistic and relevant to the 
organization.

Timed: The task objective must have a time basis.
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If a task has the above intrinsic characteristics, then the function of commu-
nicating the task will more likely lead to personnel cooperation. A communi-
cation responsibility matrix shows the linking of sources of communication 
and targets of communication. The cells within the matrix indicate the sub-
ject of the desired communication. There should be at least one filled cell in 
each row and each column of the matrix. This assures that each individual 
of a department has at least one communication source or a target associated 
with him or her. With a communication responsibility matrix, a clear under-
standing of what needs to be communicated to whom can be developed. 
Communication in a project environment can take any of several forms. The 
specific needs of a project may dictate the most appropriate mode. Three 
popular computer communication modes are discussed next in the context 
of communicating data and information for project management.

Simplex communication. This is a unidirectional communication arrange-
ment in which one project entity initiates communication with another 
entity or individual within the project environment. The entity addressed 
in the communication does not have a mechanism or capability for respond-
ing to the communication. An extreme example of this is a one-way, top–
down communication from the top management to the project personnel. 
In this case, the personnel have no communication access or input to the top 
management. A budget-related example is a case where the top management 
allocates budget to a project without requesting and reviewing the actual 
needs of the project. Simplex communication is common in authoritarian 
organizations.

Half-duplex communication. This is a bidirectional communication arrange-
ment whereby one project entity can communicate with another entity and 
receive a response within a certain time lag. Both entities can communicate 
with each other but not at the same time. An example of half-duplex com-
munication is a project organization that permits communication with the 
top management without a direct meeting. Each communicator must wait 
for a response from the target of the communication. Request and allocation 
without a budget meeting is another example of half-duplex data communi-
cation in project management.

Full-duplex communication. This involves a communication arrangement that 
permits a dialogue between the communicating entities. Both individuals 
and entities can communicate with each other at the same time or face-to-face. 
As long as there is no clash of words, this appears to be the most receptive 
communication mode. It allows participative project planning in which each 
project personnel has an opportunity to contribute to the planning process.

Each member of a project team needs to recognize the nature of the pre-
vailing communication mode in the project. The management must evaluate 
the prevailing communication structure and attempt to modify it if neces-
sary to enhance the project functions. An evaluation of who is to communi-
cate with whom about what may help improve the project data/information 
communication process. A communication matrix may include notations 
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about the desired modes of communication between individuals and groups 
in the project environment.

How to Achieve Cooperation

The cooperation of team members should never be taken for granted. It must 
be explicitly elicited and facilitated. Good project communication is what is 
needed to facilitate cooperation. Merely voicing consent for a project is not 
enough assurance of full cooperation. Most off-the-cuff expression of coopera-
tion is just “faking it.” A project buy-in or sign-off that does not have a solid 
foundation of communication is groundless. Project participants and benefi-
ciaries must be convinced of the merits of the project. That is how intrinsic 
and sustainable cooperation can be achieved. Some of the factors that influ-
ence cooperation in a project environment include personnel requirements, 
resource requirements, budget limitations, past experiences, conflicting priori-
ties, and lack of uniform organizational support. As the lead author often says:

Our level of willing involvement and participation on project is shaped by 
past experiences.

We should, thus, leverage successful cooperation on one project to build 
cooperative groundwork to future project alliances. A structured approach 
to seeking cooperation should clarify the following:

• Cooperative efforts required

• Precedents for future projects

• Implication of lack of cooperation

• Criticality of cooperation to project success

• Organizational impact of cooperation

• Time frame involved in the project

• Rewards of good cooperation

Cooperation is a basic virtue of human interaction. More projects fail due 
to a lack of cooperation and commitment than any other project factors. To 
secure and retain the cooperation of the project participants, you must elicit 
a positive first reaction to the project. The most positive aspects of a project 
should be the first items of project communication. For project management, 
there are different types of cooperation that should be understood.

Functional cooperation. This is cooperation induced by the nature of the func-
tional relationship between two groups. The two groups may be required to 
perform related functions that can only be accomplished through mutual 
cooperation.
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Social cooperation. This is the type of cooperation effected by the social rela-
tionship between two groups. The prevailing social relationship motivates 
cooperation that may be useful in getting the project work done.

Legal cooperation. Legal cooperation is the type of cooperation that is 
imposed through some authoritative requirement. In this case, the partici-
pants may have no choice other than to cooperate.

Administrative cooperation. This is cooperation brought on by administra-
tive requirements that make it imperative that two groups work together on 
a common goal.

Associative cooperation. This type of cooperation may also be referred to as 
collegiality. The level of cooperation is determined by the association that 
exists between two groups.

Proximity cooperation. Cooperation due to the fact that two groups are geo-
graphically close is referred to as proximity cooperation. Being close makes 
it imperative that the two groups work together.

Dependency cooperation. This is cooperation caused by the fact that one group 
depends on another group for some important aspect. Such dependency is 
usually of a mutual two-way nature. One group depends on the other for one 
thing while the latter group depends on the former for some other thing.

Imposed cooperation. In this type of cooperation, external agents must be 
employed to induce cooperation between two groups. This is applicable for cases 
where the two groups have no natural reason to cooperate. This is where the 
approaches presented earlier for seeking cooperation can become very useful.

Lateral cooperation. Lateral cooperation involves cooperation with peers and 
immediate associates. Lateral cooperation is often easy to achieve because 
existing lateral relationships create an environment that is conducive for 
project cooperation.

Vertical cooperation. Vertical or hierarchical cooperation refers to coopera-
tion that is implied by the hierarchical structure of the project. For example, 
subordinates are expected to cooperate with their vertical superiors.

Whichever type of cooperation is available in a project environment, the 
cooperative forces should be channeled toward achieving project goals. 
Documentation of the prevailing level of cooperation is useful for winning 
further support for a project. Clarification of project priorities will facilitate 
personnel cooperation. Relative priorities of multiple projects should be 
specified so that any prioritized project will hold the same level of priority 
for all groups within the organization. Some guidelines for securing coop-
eration for most projects are:

• Establish achievable goals for the project.

• Clearly outline the individual commitments required.

• Integrate project priorities with existing priorities.

• Eliminate the fear of job loss due to industrialization.

• Anticipate and eliminate potential sources of conflict.
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• Use an open-door policy to address project grievances.

• Remove skepticism by documenting the merits of the project.

Commitment. Cooperation must be supported with commitment. To coop-
erate is to support the ideas of a project. To commit is to willingly and actively 
participate in project efforts again and again through the thick and thin of 
the project. Provision of resources is one way by which the management can 
express commitment to a project.

Implementing Coordination

After the communication and cooperation functions have been success-
fully initiated, the efforts of the project personnel must be coordinated. 
Coordination facilitates a harmonious organization of project efforts. The 
construction of a responsibility chart can be very helpful at this stage. 
A responsibility chart is a matrix consisting of columns of individual or func-
tional departments and rows of required actions. Cells within the matrix 
are filled with relationship codes that indicate who is responsible for what. 
Table 4.6 illustrates an example of a responsibility matrix for the planning for 
a seminar program. The matrix helps avoid neglecting crucial communica-
tion requirements and obligations. It can help resolve questions such as:

• Who is to do what?

• How long will it take?

• Who is to inform whom of what?

• Whose approval is needed for what?

• Who is responsible for which results?

• What personnel interfaces are required?

• What support is needed from whom and when?

Conflict Resolution Using Triple C Approach

Conflicts can and do develop in any work environment. Conflicts, whether 
intended or inadvertent, prevent an organization from getting the most out 
of the work force. When implemented as an integrated process, the Triple C 
model can help avoid conflicts in a project. When conflicts do develop, it can 
help in resolving the conflicts. The key to conflict resolution is open and direct 
communication, mutual cooperation, and sustainable coordination. Several 
sources of conflicts can exist in projects. Some of these are discussed below.
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Schedule conflict. Conflicts can develop because of improper timing or 
sequencing of project tasks. This is particularly common in large multi-
ple projects. Procrastination can lead to having too much to do at once, 
thereby creating a clash of project functions and discord among project 
team members. Inaccurate estimates of time requirements may lead to 
infeasible activity schedules. Project coordination can help avoid schedule 
conflicts.

Cost conflict. Project cost may not be generally acceptable to the clients 
of a project. This will lead to project conflict. Even if the initial cost of 
the project is acceptable, a lack of cost control during implementation 
can lead to conflicts. Poor budget allocation approaches and the lack of 
a financial feasibility study will cause cost conflicts later on in a project. 
Communication and coordination can help prevent most of the adverse 
effects of cost conflicts.

TABLE 4.6

Example of Responsibility Matrix for Project Coordination

Person Responsible Status of Task

Tasks Staff A Staff B Staff C Mgr 31 Jan 15 Feb 28 Mar 21 Apr

Brainstorming 
meeting

R R R R D

Identify speakers R O

Select seminar 
location

I R R O

Select banquet 
location

R R D

Prepare publicity 
materials

C R I O O D

Draft brochures C R D

Develop a schedule R L L

Arrange for visual 
aids

R L L L

Coordinate activities R L

Periodic review of 
tasks

R R R S D

Monitor progress of 
the program

C R R O L

Review the program 
progress

R O O L L

Closing arrangements R L

Post-program review 
and evaluation

R R R R D

Responsibility codes: R, responsible; I, inform; S, support; C, consult.
Task codes: D, done; O, on track; L, late.
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Performance conflict. If clear performance requirements are not established, 
performance conflicts will develop. Lack of clearly defined performance stan-
dards can lead each person to evaluate his or her own performance based on 
personal value judgments. To uniformly evaluate the quality of work and 
monitor the project progress, performance standards should be established 
by using the Triple C approach.

Management conflict. There must be a two-way alliance between the man-
agement and the project team. The views of the management should be 
understood by the team. The views of the team should be appreciated by the 
management. If this does not happen, management conflicts will develop. 
A lack of a two-way interaction can lead to strikes and industrial actions, 
which can be detrimental to project objectives. The Triple C approach can 
help create a conducive dialogue environment between the management 
and the project team.

Technical conflict. If the technical basis of a project is not sound, technical 
conflict will develop. New industrial projects are particularly prone to tech-
nical conflicts because of their significant dependence on technology. Lack 
of a comprehensive technical feasibility study will lead to technical conflicts. 
Performance requirements and systems specifications can be integrated 
through the Triple C approach to avoid technical conflicts.

Priority conflict. Priority conflicts can develop if project objectives are not 
defined properly and applied uniformly across a project. Lack of a direct 
project definition can lead each project member to define his or her own 
goals that may be in conflict with the intended goal of a project. Lack of 
consistency of the project mission is another potential source of priority con-
flicts. Overassignment of responsibilities with no guidelines for relative sig-
nificance levels can also lead to priority conflicts. Communication can help 
defuse priority conflict.

Resource conflict. Resource allocation problems are a major source of con-
flict in project management. Competition for resources, including person-
nel, tools, hardware, software, and so on, can lead to disruptive clashes 
among project members. The Triple C approach can help secure resource 
cooperation.

Power conflict. Project politics lead to a power play that can adversely affect 
the progress of a project. Project authority and project power should be 
clearly delineated. Project authority is the control that a person has by virtue 
of his or her functional post. Project power relates to the clout and influ-
ence that a person can exercise due to connections within the administrative 
structure. People with popular personalities can often wield a lot of project 
power in spite of low or nonexistent project authority. The Triple C model can 
facilitate a positive marriage of project authority and power to the benefit of 
project goals. This will help define clear leadership for a project.

Personality conflict. Personality conflict is a common problem in projects 
involving a large group of people. The larger the project, the larger the size 
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of the management team needed to keep things running. Unfortunately, the 
larger management team creates an opportunity for personality conflicts. 
Communication and cooperation can help defuse personality conflicts. In 
summary, conflict resolution through Triple C can be achieved by observing 
the following guidelines:

 1. Confront the conflict and identify the underlying causes

 2. Be cooperative and receptive to negotiation as a mechanism for 
resolving conflicts

 3. Distinguish between proactive, inactive, and reactive behaviors in a 
conflict situation

 4. Use communication to defuse internal strife and competition

 5. Recognize that short-term compromise can lead to long-term gains

 6. Use coordination to work toward a unified goal

 7. Use communication and cooperation to turn a competitor into a 
collaborator

It is the little and often neglected aspects of a project that lead to project 
failures. Several factors may constrain the project implementation. All the 
relevant factors can be evaluated under the Triple C model right from the 
project-initiation stage.

A summary of lessons to be inferred from a Triple C approach are

• Use proactive planning to initiate project functions.

• Use preemptive planning to avoid project pitfalls.

• Use meetings strategically. Meeting is not work. Meeting should be 
done to facilitate work.

• Use project assessment to properly frame the problem, adequately 
define the requirements, continually ask the right questions, cau-
tiously analyze risks, and effectively scope the project.

• Be bold to terminate a project when termination is the right course 
of action. Every project needs an exit plan. In some cases, there is 
victory in capitulation.

The sustainability of the Triple C approach is summarized below:

 1. For effective communication, create good communication channels.

 2. For enduring cooperation, establish partnership arrangements.

 3. For steady coordination, use a workable organization structure for 
communications team building.
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5
Critical Path Method for Oil 
and Gas Projects

On the critical path, the shortest distance between two poor points is a 
curve.

Like a pipeline network, activities that make up a project form a network 
of interrelationships. Consider the network in Figure 5.1. The complexity of 
the activity network in a large project increases rapidly with increase in the 
number of activities. Network analysis is essential for making sense out of 
the jumble of activities. Project scheduling is the time-phased sequencing of 
network activities subject to precedence relationships, time constraints, and 
resource limitations to accomplish specific objectives. The computational 
approaches to project network analysis using PERT, CPM, and PDM (prece-
dence diagramming method) are presented. Several graphical variations of 
Gantt charts are presented. CPM network charts and Gantt charts are excel-
lent visual communication tools for conveying project scope, requirements, 
and lines of responsibility.

Because of the long-run nature of large projects in the oil and gas industry, 
activity scheduling and long-term coordination are very important. There 
are five main categories of scheduling as listed below:

 1. Stochastic project scheduling

 2. Fuzzy project scheduling

 3. Proactive project scheduling

 4. Reactive project scheduling

 5. Hybrid predictive project scheduling

Stochastic scheduling recognizes the fact that variability exists in the 
attributes of the schedule elements. These could be in terms of time, cost, 
requirements, and human resources. Fuzzy scheduling considers the impre-
cision associated with the parameters of the activities in the project schedule. 
Instead of precise parameter end points, we have shades of overlap of param-
eter values. In proactive scheduling, advance contingencies are built into the 
project schedule. This can be very useful in preempting problems in the proj-
ect schedule down the line. In reactive scheduling, the project team is poised 
to react and make adjustments when adverse events develop in the project 



114 Project Management for the Oil and Gas Industry

schedule. In predictive scheduling, a projection is developed about what the 
future holds for the project as things unfold in the project environment.

Activity Networks

Activity network analysis is distinguished from job shop, flow shop, and 
other production sequencing problems because of the unique nature of 
many of the activities that make up a project. In production scheduling, 
the scheduling problem follows a standard procedure that determines the 
characteristics of production operations. A scheduling technique that works 
for one production run may be expected to work equally effectively for suc-
ceeding and identical production runs. By contrast, projects usually involve 
one-time endeavors that may not be duplicated in identical circumstances. 
In some cases, it may be possible to duplicate the concepts of the whole proj-
ect or a portion of it. Several techniques have been developed for the pur-
pose of planning, scheduling, and controlling projects. Project schedules 
may be complex, unpredictable, and dynamic. Complexity may be due to 
interdependencies of activities, multiple resource requirements, multiple 
concurrent events, conflicting objectives, technical constraints, and sched-
ule conflicts. Unpredictability may be due to equipment breakdowns, raw 
material inconsistency (delivery and quality), operator performance, labor 
absenteeism, and unexpected events. Dynamism may be due to resource 
variability, changes in work orders, and resource substitutions. We define 
predictive scheduling as a scheduling approach that attempts to anticipate 
the potential causes of schedule problems. These problems are corrected by 

FIGURE 5.1
Network of project activities.
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contingency plans. We  define reactive scheduling as a scheduling approach 
that reacts to problems that develop in the scheduling environment.

Critical Path Method

The most widely used scheduling aids involve network techniques, two of which 
are the CPM and the PERT. The network of activities contained in a project pro-
vides the basis for scheduling the project. The PDM is also commonly used par-
ticularly in scheduling concurrent projects. A project network is the graphical 
representation of the contents and objectives of the project. The basic project 
network analysis is typically implemented in three phases: network planning 
phase, network scheduling phase, and network control phase. Network planning 
is sometimes referred to as activity planning. This involves the identification 
of the relevant activities for the project. The required activities and their pre-
cedence relationships are determined. Precedence requirements may be deter-
mined on the basis of technological, procedural, or imposed constraints. The 
activities are then represented in the form of a network diagram. The two popu-
lar models for network drawing are the activity-on-arrow (AOA) and the activity-
on-node (AON) conventions. In the AOA approach, arrows are used to represent 
activities, while nodes represent starting and ending points of activities. In the 
AON approach, nodes represent activities, while arrows represent precedence 
relationships. Time, cost, and resource requirement estimates are developed for 
each activity during the network planning phase. The estimates may be based 
on historical records, time standards, forecasting, regression functions, or other 
quantitative models. Network scheduling is performed by using forward pass and 
backward pass computational procedures. These computations give the earliest 
and latest starting and finishing times for each activity. The amount of slack or 
float associated with each activity is determined. The activity path with the min-
imum slack in the network is used to determine the critical activities. This path 
also determines the duration of the project. Resource allocation, and time–cost 
trade-offs are other functions performed during network scheduling. Network 
control involves tracking the progress of a project on the basis of the network 
schedule and taking corrective actions when needed. An evaluation of actual 
performance versus expected performance determines deficiencies in the proj-
ect progress. The advantages of project network analysis are as follows:

• Advantages for communication

Clarify project objectives

Establish the specifications for project performance

Provide a starting point for more detailed task analysis

Present a documentation of the project plan

Serve as a visual communication tool
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• Advantages for control

Present a measure for evaluating project performance

Help determine what corrective actions are needed

Give a clear message of what is expected

Encourage team interactions

• Advantages for team interaction

Offer a mechanism for a quick introduction to the project

Specify functional interfaces on the project

Facilitate ease of application

Figure 5.2 shows the graphical representation for an AON network. The 
components of the network are explained next.

 1. Node: A node is a circular representation of an activity.

 2. Arrow: An arrow is a line connecting two nodes and having an 
arrowhead at one end. The arrow implies that the activity at the tail 
of the arrow precedes the one at the head of the arrow.

 3. Activity: An activity is a time-consuming effort required to perform 
a part of the overall project. An activity is represented by a node 
in the AON system or by an arrow in the AOA system. The job the 
activity represents may be indicated by a short phrase or symbol 
inside the node or along the arrow.

 4. Restriction: A restriction is a precedence relationship that establishes 
the sequence of activities. When one activity must be completed 
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CPM activity network (a)−(e).
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before another activity can begin, the first is said to be a predecessor 
of the second.

 5. Dummy: A dummy is used to indicate one event of a significant 
nature (e.g., milestone). It is denoted by a dashed circle and treated as 
an activity with zero time duration. A dummy is not required in the 
AON method. However, it may be included for convenience, network 
clarification, or to represent a milestone in the progress of the project.

 6. Predecessor activity: A predecessor activity is one that immediately 
precedes the one being considered. In Figure 5.2a, A is a predecessor 
of B and C.

 7. Successor activity: A successor activity is one that immediately fol-
lows the one being considered. In Figure 5.2a, activities B and C are 
successors to A.

 8. Descendent activity: A descendent activity is any activity restricted by 
the one under consideration. In Figure 5.2a, activities B, C, and D are 
all descendants of activity A.

 9. Antecedent activity: An antecedent activity is any activity that must 
precede the one being considered. Activities A and B are anteced-
ents of D. Activity A is antecedent of B and A has no antecedent.

 10. Merge point: A merge point (see Figure 5.2b) exists when two or more 
activities are predecessors to a single activity. All activities preced-
ing the merge point must be completed before the merge activity can 
commence.

 11. Burst point: A burst point (see Figure 5.2c) exists when two or more 
activities have a common predecessor. None of the activities ema-
nating from the same predecessor activity can be started until the 
burst point activity is completed.

 12. Precedence diagram: A precedence diagram (see Figure 5.2d) is a 
graphical representation of the activities making up a project and 
the precedence requirements needed to complete the project. Time is 
conventionally shown to be from left to right, but no attempt is made 
to make the size of the nodes or arrows proportional to time.

Precedence relationships in CPM fall into three major categories:

 1. Technical precedence

 2. Procedural precedence

 3. Imposed precedence

Technical precedence requirements are caused by the technical relation-
ships among activities in a project. For example, in conventional construction, 
walls must be erected before the roof can be installed. Procedural precedence 
requirements are determined by policies and procedures. Such policies and 
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procedures are often subjective, with no concrete justification. Imposed prece-
dence requirements can be classified as resource-imposed, state-imposed, or 
environment-imposed. For example, resource shortages may require that one 
task be before another. The current status of a project (e.g., percent completion) 
may determine that one activity be performed before another. The environment 
of a project, for example, weather changes or the effects of concurrent projects, 
may determine the precedence relationships of the activities in a project. The 
primary goal of a CPM analysis of a project is the determination of the critical 
path. The critical path determines the minimum completion time for a project. 
The computational analysis involves forward pass and backward pass procedures. 
The forward pass determines the earliest start time and the earliest comple-
tion time for each activity in the network. The backward pass determines the 
latest start time and the latest completion time for each activity. Conventional 
network logic is always drawn from left to right. If this convention is followed, 
there is no need to use arrows to indicate the directional flow in the activity net-
work. The notations used for activity A in the network are explained as follows:

A: Activity identification

ES: Earliest starting time

EC: Earliest completion time

LS: Latest starting time

LC: Latest completion time

t: Activity duration

During the forward pass analysis of the network, it is assumed that each 
activity will begin at its earliest starting time. An activity can begin as soon 
as the last of its predecessors is finished. The completion of the forward pass 
determines the earliest completion time of the project. The backward pass 
analysis is the reverse of the forward pass analysis. The project begins at its 
latest completion time and ends at the latest starting time of the first activ-
ity in the project network. The rules for implementing the forward pass and 
backward pass analyses in CPM are presented below. These rules are imple-
mented iteratively until the ES, EC, LS, and LC have been calculated for all 
nodes in the activity network.

Rule 1

Unless otherwise stated, the starting time of a project is set equal to time 0. 
That is, the first node, node 1, in the network diagram has an earliest start 
time of 0. Thus

 ES (1) = 0

If a desired starting time, t0, is specified, then

 ES (1) = t0
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Rule 2

The ES for any node (activity j) is equal to the maximum of the EC of the 
immediate predecessors of the node. That is

 ES(i) = Max{EC(j)}

 j ∈ P{i}

P{i} = {set of immediate predecessors of activity i}.

Rule 3

The EC of activity i is the activity’s earliest start time plus its estimated time, 
ti. That is

 EC(i) = ES(i) + ti

Rule 4

The earliest completion time of a project is equal to the earliest completion 
time of the very last node, node n, in the project network. That is

 EC(Project) = EC(n)

Rule 5

Unless the LC of a project is explicitly specified, it is set equal to the earliest 
completion time of the project. This is called the zero project slack convention. 
That is

 LC(Project) = EC(Project)

Rule 6

If a desired deadline, Tp, is specified for the project, then

 LC(Project) = Tp

It should be noted that a latest completion time or deadline may sometimes 
be specified for a project on the basis of contractual agreements.

Rule 7

The LC for activity j is the smallest of the latest start times of the activity’s 
immediate successors. That is

 LC(i) = Min{LS(j)}

 j ∈ S{i}

where S{i} = {immediate successors of activity i}.
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Rule 8

The latest start time for activity j is the latest completion time minus the 
activity time. That is

 LS(i) = LC(i) − ti

CPM Example

Table 5.1 presents the data for a simple project network. This network and 
extensions of it will be used for computational examples in this chapter and 
subsequent chapters. The AON network for the example is given in Figure 
5.3. Dummy activities are included in the network to designate single start-
ing and ending points for the network.

Forward Pass

The forward pass calculations are shown in Figure 5.4. Zero  is entered as 
the ES for the initial node. Since the initial node for the example is a dummy 

TABLE 5.1

Data for Sample Project for CPM Analysis

Activity Predecessor Duration (Days)

A — 2

B — 6

C — 4

D A 3

E C 5

F A 4

G B, D, E 2

A
2

D
3

B
6

C
4

E
5

G

End

Start
2

F
4

FIGURE 5.3
Example of activity network.
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node, its duration is 0. Thus, the EC for the starting node is equal to its ES. 
The ES values for the immediate successors of the starting node are set equal 
to the EC of the start node and the resulting EC values are computed. Each 
node is treated as the start node for its successors. However, if an activity has 
more than one predecessor, the maximum of the ECS of the preceding activi-
ties is used as the activity’s starting time. This happens in the case of activity 
G, whose ES is determined as Max{6, 5, 9} = 9. The earliest project completion 
time for the example is 11 days. Note that this is the maximum of the imme-
diately preceding earliest completion time: Max{6, 11} = 11. Since the dummy 
ending node has no duration, its earliest completion time is set equal to its 
earliest start time of 11 days.

Backward Pass

The backward pass computations establish the LS and LC for each node in 
the network. The results of the backward pass computations are shown in 
Figure 5.5. Since no deadline is specified, the latest completion time of the 
project is set equal to the earliest completion time. By backtracking and using 
the network analysis rules presented earlier, the latest completion and latest 
start times are determined for each node. Note that in the case of activity 
A with two immediate successors, the latest completion time is determined 
as the minimum of the immediately succeeding latest start times. That is, 
Min{6, 7} = 6. A similar situation occurs for the dummy starting node. In that 
case, the latest completion time of the dummy start node is Min{0, 3, 4} = 0. 
Since this dummy node has no duration, the latest starting time of the project 
is set equal to the node’s latest completion time. Thus, the project starts at 
time 0 and is expected to be completed by time 11.

Within a project network, there are usually several possible paths and a 
number of activities that must be performed sequentially and some activities 

0 2 2 6

2

9 11 11 11
End

9
44

0

600
0

Start

5

A
2

B
6

C
4

E
5

G
2

D
3

F
4

FIGURE 5.4
Forward pass analysis for CPM example.
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that may be performed concurrently. If an activity has ES and EC times that 
are not equal, then the actual start and completion times of that activity may 
be flexible. The amount of flexibility an activity possesses is called a slack 
time. The slack time is used to determine the critical activities in the network 
as discussed next.

The Critical Path

The critical path is defined as the path with the least slack in the network 
diagram. All the activities on the critical path are said to be critical activities. 
These activities can create bottlenecks in the network if they are delayed. 
The critical path is also the longest path in the network diagram. In some 
networks, particularly large ones, it is possible to have multiple critical paths 
or a critical path subnetwork. If there are a large number of paths in the net-
work, it may be very difficult to visually identify all the critical paths. The 
slack time of an activity is also referred to as its float. There are four basic 
types of activity slack:

1. Total slack (TS). TS is defined as the amount of time an activity may 
be delayed from its earliest starting time without delaying the latest 
completion time of the project.

   The TS of activity i is the difference between the LC and the EC of 
the activity, or the difference between the LS and the ES of the activity.

 TSi = LCi − ECi
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Backward pass analysis for CPM example.
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  or

 TSi = LSi − ESi

   TS is the measure that is used to determine the critical activities 
in a project network. The critical activities are identified as those 
having the minimum TS in the network diagram. If there is only one 
critical path in the network, then all the critical activities will be on 
that one path.

2. Free slack (FS). FS is the amount of time an activity may be 
delayed from its earliest starting time without delaying the start-
ing time of any of its immediate successors. Activity FS is calcu-
lated as the difference between the minimum earliest starting 
time of the activity’s successors and the earliest completion time 
of the activity.

 FSi = Min{ESj} − ECi

 j ∈ S(i)

FSi = free slack for activity i

ESj =  earliest starting time of a succeeding activity, j, from the set of 
successors of activity i

S(i) = set of successor of activity i

ECi = earliest completion of activity i

3. Interfering slack (IS). IS or interfering float is the amount of time 
by  which an activity interferes with (or obstructs) its succes-
sors  when its TS is fully used. This is rarely used in practice. 
The interfering float is computed as the difference between the TS 
and the FS.

 ISi = TSi − FSi

4. Independent float (IF). IF or independent slack is the amount of float that 
an activity will always have regardless of the completion time of its pre-
decessors or the starting times of its successors. IF is computed as

 IFi = Max{0, (Min ESj − Max LCk − ti)}

 j ∈ S(i) k ∈ P(i)

ESj = earliest starting time of succeeding activity j

LCk = latest completion time of preceding activity k

ti = duration of the activity i, whose IF is being calculated
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IF takes a pessimistic view of the situation of an activity. It evaluates the 
situation whereby the activity is pressured from either side, that is, when 
its predecessors are delayed as late as possible while its successors are to be 
started as early as possible. IF is useful for conservative planning purposes, 
but it is not used much in practice. Despite its low level of use, IF does have 
practical implications for better project management. Activities can be buff-
ered with IFs as a way to handle contingencies. For Figure 5.5, the TS and the 
FS for activity A are calculated, respectively, as

 TS = 6 − 2 = 4 days

 FS = Min{2, 2} − 2 = 2 − 2 = 0

Similarly, the TS and the FS for activity F are

 TS = 11 − 6 = 5 days

 FS = Min{11} − 6 = 11 − 6 = 5 days

Table 5.2 presents a tabulation of the results of the CPM example. The table 
contains the earliest and latest times for each activity as well as the TS and 
FS. The results indicate that the minimum TS in the network is 0. Thus, activ-
ities C, E, and G are identified as the critical activities. The critical path is 
highlighted in Figure 5.4 and consists of the following sequence of activities: 
START–C–E–G–END.

The TS for the overall project itself is equal to the TS observed on 
the critical path. The minimum slack in most networks will be zero since 
the ending LC is set equal to the ending EC. If a deadline is specified for 
a project, then we would set the project’s latest completion time to the 
specified deadline. In that case, the minimum TS in the network would 
be given by

 TSmin = project deadline − EC of the last node in the network

TABLE 5.2

Result of CPM Analysis for Sample Project

Activity Duration ES EC LS LC TS FS Criticality

A 2 0 2 4 6 4 0 —

B 6 0 6 3 9 3 3 —

C 4 0 4 0 4 0 0 Critical

D 3 2 5 6 9 4 4 —

E 5 4 9 4 9 0 0 Critical

F 4 2 6 7 11 5 5 —

G 2 9 11 9 11 0 0 Critical
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This minimum TS will then appear as the TS for each activity on the criti-
cal path. If a specified deadline is lower than the EC at the finish node, then 
the project will start out with a negative slack. That means that it will be 
behind schedule before it even starts. It may then become necessary to expe-
dite some activities (i.e., crashing) in order to overcome the negative slack. 
Figure 5.6 shows an example with a specified project deadline. In this case, 
the deadline of 18 days comes after the earliest completion time of the last 
node in the network.

Gantt Charts

When the results of a CPM analysis are fitted to a calendar time, the project 
plan becomes a schedule. The Gantt chart is one of the most widely used tools 
for presenting a project schedule. A Gantt chart can show the planned and 
actual progress of activities. The time scale is indicated along the horizontal 
axis, while horizontal bars or lines representing activities are ordered along 
the vertical axis. As a project progresses, markers are made on the activity 
bars to indicate actual work accomplished. Gantt charts must be updated 
periodically to indicate project status. Figure 5.7 presents the Gantt chart for 
our illustrative example using the ES from Table 5.2. Figure 5.8 presents the 
Gantt chart for the example based on the LS. Critical activities are indicated 
by the shaded bars.

In Figure 5.7, the starting time of activity F can be delayed from day 2 until 
day 7 (i.e., TS = 5) without delaying the overall project. Likewise, A, D, or both 
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may be delayed by a combined total of four days (TS = 4) without delaying 
the overall project. If all the 4 days of slack are used up by A, then D can-
not be delayed. If A is delayed by 1 day, then D can be delayed by up to 
3 days without causing a delay of G, which determines the project comple-
tion. The Gantt chart also indicates that activity B may be delayed by up to 3 
days without affecting the project completion time. In Figure 5.8, the activities 
are scheduled by their latest completion times. This represents the extreme 
case where activity slack times are fully used. No activity in this schedule 
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can be delayed without delaying the project. In Figure 5.8, only one activity is 
scheduled over the first three days. This may be compared to the schedule in 
Figure 5.7, which has three starting activities. The schedule in Figure 5.8 may 
be useful if there is a situation that permits only a few activities to be sched-
uled in the early stages of the project. Such situations may involve shortage 
of project personnel, lack of initial budget, time for project initiation, time for 
personnel training, allowance for learning period, or general resource con-
straints. Scheduling of activities based on ES times indicates an optimistic 
view. Scheduling on the basis of LS times represents a pessimistic approach.

Schedule Compression

Schedule compression refers to reducing the length of a project network. This 
is often accomplished by crashing activities. Crashing, sometimes referred to 
as expediting, reduces activity durations, thereby reducing project duration. 
Crashing is done as a trade-off between shorter task duration and higher 
task cost. It must be determined whether the total cost savings realized from 
reducing the project duration is enough to justify the higher costs associated 
with reducing individual task durations. If there is a delay penalty associ-
ated with a project, it may be possible to reduce the total project cost even 
though individual task costs are increased by crashing. If the cost savings on 
a delay penalty are higher than the incremental cost of reducing the project 
duration, then crashing is justified. Under conventional crashing, the further 
the duration of a project is compressed, the higher the total cost of the proj-
ect. The objective is to determine at what point to terminate further crashing 
in a network. Normal task duration refers to the time required to perform a 
task under normal circumstances. Crash task duration refers to the reduced 
time required to perform a task when additional resources are allocated to it.

If each activity is assigned a range of time and cost estimates, then sev-
eral combinations of time and cost values will be associated with the over-
all project. Iterative procedures are used to determine the best time or cost 
combination for a project. Time–cost trade-off analysis may be conducted, 
for example, to determine the marginal cost of reducing the duration of the 
project by one time unit. Table 5.3 presents an extension of the data for the 
example problem to include normal and crash times as well as normal and 
crash costs for each activity. The normal duration of the project is 11 days, as 
seen earlier, and the normal cost is $2775.

If all the activities are reduced to their respective crash durations, the total 
crash cost of the project will be $3545. In that case, the crash time is found 
by CPM analysis to be 7 days. The CPM network for the fully crashed proj-
ect is shown in Figure 5.9. Note that activities C, E, and G remain critical. 
Sometimes, the crashing of activities may result in additional critical paths. 
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The Gantt chart in Figure 5.10 shows a schedule of the crashed project using 
the ES times. In practice, one would not crash all activities in a network. 
Rather, some heuristic would be used to determine which activity should be 
crashed and by how much. One approach is to crash only the critical activi-
ties or those activities with the best ratios of incremental cost versus time 
reduction. The last column in Table 5.3 presents the respective ratios for the 
activities in our example. The crashing ratio is computed as
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TABLE 5.3

Normal and Crash Time and Cost Data

Activity

Normal

Duration

Normal

Cost ($)

Crash

Duration

Crash

Cost ($)

Crashing

Ratio

A 2 210 2 210 0

B 6 400 4 600 100

C 4 500 3 750 250

D 3 540 2 600 60

E 5 750 3 950 100

F 4 275 3 310 35

G 2 100 1 125 25

2775 3545
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This method of computing the crashing ratio gives crashing priority to 
the activity with the lowest cost slope. It is a commonly used approach to 
expediting in CPM networks. Activity G offers the lowest cost per unit time 
reduction of $25. If our approach is to crash only one activity at a time, we 
may decide to crash activity G first and evaluate the increase in project cost 
versus the reduction in project duration. The process can then be repeated 
for the next best candidate for crashing, which in this case is activity F. The 
project completion time is not reduced any further since activity F is not a 
critical activity. After F has been crashed, activity D can then be crashed. 
This approach is repeated iteratively in order of activity preference until 
no further reduction in project duration can be achieved or until the total 
project cost exceeds a specified limit. A more comprehensive analysis is 
to evaluate all possible combinations of the activities that can be crashed. 
However, such a complete enumeration would be prohibitive, since there 
would be a total of 2c crashed networks to evaluate, where c is the number 
of activities that can be crashed out of the n activities in the network (c ≤ n). 
For our example, only 6 out of the 7 activities in the network can be crashed. 
Thus, a complete enumeration will involve 26 = 64 alternate networks. Table 
5.4 shows 7 of the 64 crashing options. Activity G, which offers the best 
crashing ratio, reduces the project duration by only 1 day. Even though 
activities F, D, and B are crashed by a total of 4 days at an incremental cost 
of $295, they do not generate any reduction in project duration. Activity E is 
crashed by 2 days and it generates a reduction of 2 days in project duration. 
Activity C, which is crashed by 1 day, generates a further reduction of 1 day 
in the project duration. It should be noted that the activities that generate 
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reductions in project duration are the ones that were identified earlier as the 
critical activities.

Figure 5.11 shows the crashed project duration versus the crashing options 
and a plot of the total project cost after crashing. As more activities are 
crashed, the project duration decreases while the total project cost increases. 
If full enumeration were performed, the plot would contain additional points 
between the minimum possible project duration of 7 days (fully crashed) and 
the normal project duration of 11 days (no crashing). Similarly, the plot for 
total project cost would contain additional points between the normal cost 
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TABLE 5.4

Selected Crashing Options for CPM Example

Option

Number

Activities

Crashed

Network

Duration

Time

Reduction

Incremental

Cost ($)

Total

Cost ($)

1 None 210 2 210 0

2 G 400 4 600 100

3 G, F 500 3 750 250

4 G, F, D 540 2 600 60

5 G, F, D, B 750 3 950 100

6 G, F, D, B, E 275 3 310 35

7 G, F, D, B, E, C 100 1 125 25
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of $2775 and the crash cost of $3545. In general, there may be more than 
one critical path, so one needs to check for the set of critical activities with 
the least total crashing ratio in order to minimize the total crashing cost. 
Also, one needs to update the critical paths every time a set of activities is 
crashed because new activities may become critical in the meantime. For the 
network shown earlier in Figure 5.9, the path C–E–G is the only critical path 
throughout 7 ≤ T ≤ 11. Therefore, one need not consider crashing other jobs 
since the incurred cost will not affect the project completion time. There are 
12 possible ways one can crash activities C, G, and E in order to reduce the 
project time.

Table 5.5 defines possible strategies and crashing costs for durations of 
7 ≤ T ≤ 11. Again, the strategies involve only critical arcs (activities), since 
crashing a noncritical arc is clearly fruitless. Figure 5.12 is a plot of the strate-
gies with respect to cost and project duration values. The optimal strategy 
for each T value is the strategy with the minimum cost. Optimal strate-
gies are connected in the figure. This piecewise linear and convex curve is 
referred to as the time–cost trade-off curve. Several other approaches exist 
for determining which activities to crash in a project network. Two alternate 
approaches are presented below for computing the crashing ratio, r. The first 
one directly uses the criticality of an activity to determine its crashing ratio 
while the second one uses a computational expression as shown below:

 r = criticality index

 

r =
−

−

crash cost normal cost

(normalduration crashduration)(criticcality index)

TABLE 5.5

Project Compression Strategies

Project

Duration

Crashing

Strategy Description of Crashing

Total

Cost ($)

T = 11 S1 Activities at normal duration $2775

T = 10 S2 Crash G by 1 unit 2800

S3 Crash C by 1 unit 3025

S4 Crash E by 1 unit 2875

T = 9 S5 Crash G and C by 1 unit 3050

S6 Crash G and E by 1 unit 2900

S7 Crash C and E by 1 unit 3125

S8 Crash E by 2 units 2975

T = 8 S9 Crash G, C, and E by 1 unit 3150

S10 Crash G by 1 unit, E by 2 units 3000

S11 Crash C by 1 unit, E by 2 units 3225

T = 7 S12 Crash G and C by 1 unit, and E by 2 units 3250
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The first approach gives crashing priority to the activity with the high-
est probability of being on the critical path. In deterministic networks, this 
refers to the critical activities. In stochastic networks, an activity is expected 
to fall on the critical path only a percentage of the time. The second approach 
is a combination of the approach used for the illustrative example and the 
criticality index approach. It reflects the process of selecting the least-cost 
expected value. The denominator of the expression represents the expected 
number of days by which the critical path can be shortened. For different 
project networks, different crashing approaches should be considered, and 
the one that best fits the nature of the network should be selected.

Program Evaluation and Review Technique

The PERT is an extension of CPM that incorporates variability in activity 
durations into project network analysis. PERT has been used extensively and 
successfully in practice. In real life, activities are often prone to uncertainties 
that determine the actual durations of the activities. In CPM, activity dura-
tions are assumed to be deterministic. In PERT, the potential uncertainties in 
activity durations are accounted for by using three time estimates for each 
activity. The three time estimates represent the spread of the estimated activ-
ity duration. The greater the uncertainty of an activity, the wider the range 
of the estimates.
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PERT Formulas

PERT uses the three time estimates and simple equations to compute the 
expected duration and variance for each activity. The PERT formulas are 
based on a simplification of the expressions for the mean and variance of 
a beta distribution. The approximation formula for the mean is a simple 
weighted average of the three time estimates, with the end points assumed 
to be equally likely and the mode four times as likely. The approximation 
formula for PERT is based on the recognition that most of the observations 
from a distribution will lie within plus or minus three standard deviations, 
or a spread of six standard deviations. This leads to the simple method of 
setting the PERT formula for standard deviation equal to one-sixth of the 
estimated duration range. While there is no theoretical validation for these 
approximation approaches, the PERT formulas do facilitate ease of use. The 
formulas are presented below:

 

t
a m b

s
b a

e =
+ +

=
−

4

6

36
2

2( )

 

where
a = optimistic time estimate
m = most likely time estimate
b = pessimistic time estimate (a < m < b)
te = expected time for the activity
s2 = variance of the duration of the activity

After obtaining the estimate of the duration for each activity, the network 
analysis is carried out in the same manner as previously illustrated for the 
CPM approach. The major steps in PERT analysis are as follows:

 1. Obtain three time estimates a, m, and b for each activity.

 2. Compute the expected duration for each activity by using the for-
mula for te.

 3. Compute the variance of the duration of each activity from the for-
mula for s2. It should be noted that CPM analysis cannot calculate 
variance of activity duration, since it uses a single time estimate for 
each activity.

 4. Compute the expected project duration, Te. As in the case of CPM, 
the duration of a project in PERT analysis is the sum of the durations 
of the activities on the critical path.
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 5. Compute the variance of the project duration as the sum of the vari-
ances of the activities on the critical path. The variance of the project 
duration is denoted by s2. It should be recalled that CPM cannot com-
pute the variance of the project duration, since variances of activity 
durations are not computed.

 6. If there are two or more critical paths in the network, choose the 
one with the largest variance to determine the project duration and 
the variance of the project duration. Thus, PERT is pessimistic with 
respect to the variance of project duration when there are multiple 
critical paths in the project network. For some networks, it may be 
necessary to perform a mean–variance analysis to determine the 
relative importance of the multiple paths by plotting the expected 
project duration versus the path duration variance.

 7. If desired, compute the probability of completing the project within 
a specified time period. This is not possible under CPM.

In practice, a question often arises as to how to obtain good estimates of 
a, m, and b. Several approaches can be used in obtaining the required time 
estimates for PERT. Some of the approaches are:

• Estimates furnished by an experienced person

• Estimates extracted from standard time data

• Estimates obtained from historical data

• Estimates obtained from simple regression and/or forecasting

• Estimates generated by simulation

• Estimates derived from heuristic assumptions

• Estimates dictated by customer requirements

The pitfall of using estimates furnished by an individual is that they may 
be inconsistent since they are limited by the experience and personal bias 
of the person providing them. Individuals responsible for furnishing time 
estimates are usually not experts in estimation, and they generally have dif-
ficulty in providing accurate PERT time estimates. There is often a tendency 
to select values of a, m, and b that are optimistically skewed. This is because 
a conservatively large value is typically assigned to b by inexperienced indi-
viduals. The use of time standards, on the other hand, may not reflect the 
changes occurring in the current operating environment due to new tech-
nology, work simplification, new personnel, and so on. The use of historical 
data and forecasting is very popular because estimates can be verified and 
validated by actual records. In the case of regression and forecasting, there is 
the danger of extrapolation beyond the data range used for fitting the regres-
sion and forecasting models.
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PERT Example

Suppose we have the project data presented in Table 5.6. The expected activ-
ity durations and variances as calculated by the PERT formulas are shown 
in the two right-hand columns of the table. Figure 5.13 shows the PERT net-
work. Activities C, E, and G are shown to be critical, and the project comple-
tion time is 11 time units.

The probability of completing the project on or before a deadline of 10 time 
units (i.e., Td = 10) is calculated as
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TABLE 5.6

PERT Project Data

Activity Predecessors a m b te s2

A — 1 2 4 2.17 0.2500

B — 5 6 7 6.00 0.1111

C — 2 4 5 3.83 0.2500

D A 1 3 4 2.83 0.2500

E C 4 5 7 5.17 0.2500

F A 3 4 5 4.00 0.1111

G B, D, E 1 2 3 2.00 0.1111
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Thus, there is just over 10% probability of finishing the project within 
10  days. By contrast, the probability of finishing the project in 13 days is 
calculated as
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This implies that there is over 99% probability of finishing the project 
within 13 days. Note that the probability of finishing the project in exactly 
13 days will be 0. An exercise at the end of this chapter requires the reader 
to show that P(T = Td) = 0. If we desire the probability that the project can be 
completed within a certain lower limit (TL) and a certain upper limit (TU), the 
computation will proceed as follows: Let TL = 9 and TU = 11.5. Then
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Precedence Diagramming Method

The PDM was developed in the early 1960s as an extension of the basic PERT/
CPM network analysis. PDM permits mutually dependent activities to be 
performed partially in parallel instead of serially. The usual finish-to-start 
 dependencies between activities are relaxed to allow activities to be overlapped. 
This facilitates schedule compression. An example is the requirement that con-
crete should be allowed to dry for a number of days before drilling holes for 
handrails. That is, drilling cannot start until so many days after the comple-
tion of concrete work. This is a finish-to-start constraint. The time between the 
finishing time of the first activity and the starting time of the second activ-
ity is called the lead–lag requirement between the two activities. Figure 5.14 
shows the graphical representation of the basic lead–lag relationships between 
 activity A and activity B. The terminology is explained as follows:

SSAB (start-to-start) lead: This specifies that activity B cannot start until 
activity A has been in progress for at least SS time units.

FFAB (finish-to-finish) lead: This specifies that activity B cannot finish 
until at least FF time units after the completion of activity A.

FSAB (finish-to-start) lead: This specifies that activity B cannot start 
until at least FS time units after the completion of activity A. Note 
that PERT/CPM approaches use FSAB = 0 for network analysis.

SFAB (start-to-finish) lead: This specifies that there must be at least SF 
time units between the start of activity A and the completion of 
activity B.

Start-to-start Start-to-finish

Finish-to-finish Finish-to-start
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FIGURE 5.14
Lead–lag relationships in PDM.



138 Project Management for the Oil and Gas Industry

The leads or lags may, alternately, be expressed in percentages rather than 
time units. For example, we may specify that 25% of the work content of 
activity A must be completed before activity B can start. If percentage of 
work completed is used for determining lead–lag constraints, then a reliable 
procedure must be used for estimating the percent completion. If the project 
work is broken up properly using WBS, it will be much easier to estimate 
percent completion by evaluating the work completed at the elementary task 
levels. The lead–lag relationships may also be specified in terms of at most 
relationships instead of at least relationships. For example, we may have at 
most an FF lag requirement between the finishing time of one activity and 
the finishing time of another activity. Splitting activities often simplify the 
implementation of PDM, as will be shown later with some examples. Some 
of the factors that will determine whether or not an activity can be split are 
technical limitations affecting splitting of a task, morale of the person work-
ing on the split task, setup times required to restart split tasks, difficulty 
involved in managing resources for split tasks, loss of consistency of work, 
and management policy about splitting jobs.

Figure 5.15 presents a simple CPM network consisting of three activities. 
The activities are to be performed serially and each has an expected duration 
of 10 days. The conventional CPM network analysis indicates that the dura-
tion of the network is 30 days. The earliest times and the latest times are as 
shown in the figure.

The Gantt chart for the example is shown in Figure 5.16. For comparison, 
Figure 5.17 shows the same network but with some lead–lag constraints. For 
example, there is an SS constraint of 2 days and an FF constraint of 2 days 
between activities A and B. Thus, activity B can start as early as 2 days after 
activity A starts, but it cannot finish until 2 days after the completion of A. 
In other words, at least 2 days must be between the starting times of A and 
B. Likewise, at least 2 days must separate the finishing time of A and the fin-
ishing time of B. A similar precedence relationship exists between activity B 
and activity C. The earliest and latest times obtained by considering the lag 
constraints are indicated in Figure 5.17.

The calculations show that if B is started just 2 days after A is started, it 
can be completed as soon as 12 days as opposed to the 20 days obtained 
in the case of conventional CPM. Similarly, activity C is completed at time 
14, which is considerably less than the 30 days calculated by conventional 
CPM. The lead–lag constraints allow us to compress or overlap activities. 
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Depending on the nature of the tasks involved, an activity does not have to 
wait until its predecessor finishes before it can start. Figure 5.18 shows the 
Gantt chart for the example incorporating the lead–lag constraints. It should 
be noted that a portion of a succeeding activity can be performed simultane-
ously with a portion of the preceding activity.

A portion of an activity that overlaps with a portion of another activity may 
be viewed as a distinct portion of the required work. Thus, partial completion 
of an activity may be elevated. Figure 5.19 shows how each of the three activi-
ties is partitioned into contiguous parts. Even though there is no physical 
break or termination of work in any activity, the distinct parts (beginning and 
ending) can still be identified. This means that there is no physical splitting 
of the work content of any activity. The distinct parts are determined on the 
basis of the amount of work that must be completed before or after another 
activity, as dictated by the lead–lag relationships. Note that activity A is par-
titioned into parts A1 and A2. The duration of A1 is 2 days because there is an 
SS = 2 relationship between activity A and activity B. Since the original dura-
tion of A is 10 days, the duration of A2 is then calculated to be 10 − 2 = 8 days.
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FIGURE 5.16
Gantt chart of serial activities in CPM example.
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Likewise, activity B is partitioned into parts B1, B2, and B3. The duration 
of B1 is 2 days because there is an SS = 2 relationship between activity B and 
activity C. The duration of B3 is also 2 days because there is an FF = 2 rela-
tionship between activity A and activity B. Since the original duration of 
B is 10 days, the duration of B2 is calculated to be 10 − (2 + 2) = 6 days. In a 
similar fashion, activity C is partitioned into C1 and C2. The duration of C2 is 
2 days because there is an FF = 2 relationship between activity B and activity 
C. Since the original duration of C is 10 days, the duration of C1 is then cal-
culated to be 10 − 2 = 8 days. Figure 5.20 shows a conventional CPM network 
drawn for the three activities after they are partitioned into distinct parts. 
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The conventional forward and backward passes reveal that all the activ-
ity parts are on the critical path. This makes sense, since the original three 
activities are performed serially and no physical splitting of activities has 
been performed. Note that there are three critical paths, each with a length 
of 14 days. It should also be noted that the distinct parts of each activity are 
performed contiguously.

Figure 5.21 shows an alternate example of three serial activities. The con-
ventional CPM analysis shows that the duration of the network is 30 days. 
When lead−lag constraints are introduced into the network as shown in 
Figure 5.22, the network duration is compressed to 18 days.

In the forward pass computations in Figure 5.22, note that the earliest com-
pletion time of B is time 11, because there is an FF = 1 restriction between 
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activity A and activity B. Since A finishes at time 10, B cannot finish until 
at least time 11. Even though the earliest starting time of B is time 2 and its 
duration is 5 days, its earliest completion time cannot be earlier than time 
11. Also note that C can start as early as time 3 because there is an SS = 1 
relationship between B and C. Thus, given a duration of 15 days for C, the 
earliest completion time of the network is 3 + 15 = 18 days. The difference 
between the earliest completion time of C and the earliest completion time 
of B is 18 − 11 = 7 days, which satisfies the FF = 3 relationship between B and 
C. In the backward pass, the latest completion time of B is 15 (i.e., 18 − 3 = 15), 
since there is an FF = 3 relationship between activity B and activity C. The 
latest start time for B is time 2 (i.e., 3 − 1 = 2), since there is an SS = 1 relation-
ship between activity B and activity C. If we are not careful, we may errone-
ously set the latest start time of B to 10 (i.e., 15 − 5 = 10). But that would violate 
the SS = 1 restriction between B and C. The latest completion time of A is 
found to be 14 (i.e., 15 − 1 = 14), since there is an FF = 1 relationship between 
A and B. All the earliest times and latest times at each node must be evalu-
ated to ensure that they conform to all the lead−lag constraints. When com-
puting earliest start or earliest completion times, the smallest possible value 
that satisfies the lead−lag constraints should be used. By the same reason-
ing, when computing the latest start or latest completion times, the largest 
possible value that satisfies the lead−lag constraints should be used. Manual 
evaluations of the lead−lag precedence network analysis can become very 
tedious for large networks. A computer program may be used to simplify 
the implementation of PDM. If manual analysis must be done for PDM com-
putations, it is suggested that the network be partitioned into more manage-
able segments. The segments may then be linked after the computations are 
completed. The expanded CPM network in Figure 5.23 was developed on 
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the basis of the precedence network in Figure 5.22. It is seen that activity 
A is partitioned into two parts, activity B is partitioned into three parts, and 
activity C is partitioned into two parts. The forward and backward passes 
show that only the first parts of activities A and B are on the critical path. 
Both parts of activity C are on the critical path.

Figure 5.24 shows the corresponding earliest-start Gantt chart for the 
expanded network. Looking at the earliest start times, one can see that activ-
ity B is physically split at the boundary of B2 and B3 in such a way that B3 
is separated from B2 by 4 days. This implies that work on activity B is tem-
porarily stopped at time 6 after B2 is finished and is not started again until 
time 10. Note that despite the 4-day delay in starting B3, the entire project is 
not delayed. This is because B3, the last part of activity B, is not on the criti-
cal path. In fact, B3 has a TS of 4 days. In a situation like this, the duration 
of activity B can actually be increased from 5 to 9 days without any adverse 
effect on the project duration. It should be recognized, however, that increas-
ing the duration of an activity may have negative implications for project 
cost and personnel productivity.

If the physical splitting of activities is not permitted, then the best option 
available in Figure 5.24 is to stretch the duration of B2 so as to fill up the 
gap from time 6 to time 10. An alternative is to delay the starting time of 
B1 until time 4 so as to use up the 4-day delay slack right at the beginning 
of activity B. Unfortunately, delaying the starting time of B1 by 4 days will 
delay the overall project by 4 days, since B1 is on the critical path as shown 
in Figure 5.23. The project analyst will need to evaluate the appropriate 
trade-offs among splitting activities, delaying activities, increasing activity 
durations, and incurring higher project costs. The prevailing project sce-
nario should be considered when making such trade-off decisions. Figure 
5.25 shows the Gantt chart for the compressed PDM schedule based on 
latest start times. In this case, it will be necessary to split both activities A 
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and B even though the total project duration remains the same at 18 days. 
If activity splitting is to be avoided, then we can increase the duration of 
activity A from 10 to 14 days and the duration of B from 5 to 13 days with-
out adversely affecting the entire project duration. The important benefit of 
precedence diagramming is that the ability to overlap activities facilitates 
flexibility in manipulating individual activity times and compressing the 
project duration.

Work Rate Analysis

Work rate and work time are essential components of estimating the cost of 
specific tasks in project management. Given a certain amount of work that 
must be done at a given work rate, the required time can be computed. Once 
the required time is known, the cost of the task can be computed on the basis 
of a specified cost per unit time. Work rate analysis is important for resource 
substitution decisions. The analysis can help identify where and when the 
same amount of work can be done with the same level of quality and within 
a reasonable time span by a less expensive resource. The results of learning 
curve analysis can yield valuable information about expected work rate. The 
general relationship among work, work rate, and time is given by

 work done = (work rate)(time)

This is expressed mathematically as

 w = rt, 
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where
w =  the amount of actual work done expressed in appropriate units. 

Example of work units are miles of road completed, lines of computer 
code typed, gallons of oil spill cleaned, units of widgets produced, 
and surface area painted.

r =  the rate at which the work is accomplished (i.e., work accomplished 
per unit time).

t =  the total time required to perform the work excluding any embedded 
idle times.

It should be noted that work is defined as a physical measure of accom-
plishment with uniform density. That means, for example, that one line of 
computer code is as complex and desirable as any other line of computer 
code. Similarly, cleaning 1 gallon of oil spill is as good as cleaning any other 
gallon of oil spill within the same work environment. The production of 
one unit of a product is identical to the production of any other unit of the 
product. If uniform work density cannot be assumed for the particular work 
being analyzed, then the relationship presented above may lead to erroneous 
conclusions. Uniformity can be enhanced if the scope of the analysis is lim-
ited to a manageable size. The larger the scope of the analysis, the more the 
variability from one work unit to another, and the less uniform the overall 
work measurement will be. For example, in a project involving the construc-
tion of 50 miles of surface road, the work analysis may be done in increments 
of 10 miles at a time rather than the total 50 miles. If the total amount of work 
to be analyzed is defined as one whole unit, then the relationship below can 
be developed for the case of a single resource performing the work, with the 
parameters below:

Resource: Machine A

Work rate: r

Time: t

Work done: 100% (1.0)

The work rate, r, is the amount of work accomplished per unit time. For a 
single resource to perform the whole unit (100%) of the work, we must have 
the following:

 rt = 1.0

For example, if machine A is to complete one work unit in 30 min, it must 
work at the rate of 1/30 of the work content per unit time. If the work rate 
is too low, then only a fraction of the required work will be performed. The 
information about the proportion of work completed may be useful for 
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productivity measurement purposes. In the case of multiple resources per-
forming the work simultaneously, the work relationship is as presented in 
Table 5.7.

Even though the multiple resources may work at different rates, the sum of 
the work they all performed must equal the required whole unit. In general, 
for multiple resources, we have the following relationship:

 i

n

i irt
=

∑ =
1

1 0.

where
n = number of different resource types
ri = work rate of resource type i
ti = work time of resource type i

For partial completion of work, the relationship is

 i

n

i irt p
=

∑ =
1

where p is the proportion of the required work actually completed.

Work Rate Examples

Machine A, working alone, can complete a given job in 50 min. After 
machine A has been working on the job for 10 min, machine B was 
brought in to work with machine A in completing the job. Both machines 

TABLE 5.7

Work Rate Tabulation for Multiple Resources

Resource, i Work Rate, ri Time, ti Work Done, w

RES 1 r1 t1 (r1)(t1)

RES 2 r2 t2 (r2)(t2)

. . . . . . . . . . . .

RES n rn tn (rn)(tn)

Total 1.0
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working together finished the remaining work in 15 min. What is the 
work rate for machine B?

SOLUTION

The amount of work to be done is 1.0 whole unit.
The work rate of machine A is 1/50.
The amount of work completed by machine A in the 10 min it worked 
alone is (1/50)(10) = 1/5 of the required total work.
Therefore, the remaining amount of work to be done is 4/5 of the 
required total work.

Table 5.8 shows the two machines working together for 15 min. The com-
putation yields

 

15

50
15

4

5
2( )+ =r

 

which yields r2 = 1/30. Thus, the work rate for machine B is 1/30. That means 
machine B, working alone, could perform the same job in 30 min.

In this example, it is assumed that both machines produce an identical 
quality of work. If quality levels are not identical, then the project analyst 
must consider the potentials for quality/time trade-offs in performing the 
required work. The relative costs of the different resource types needed to 
perform the required work may be incorporated into the analysis as shown 
in Table 5.9.

TABLE 5.9

Incorporation of Resource Cost into Work Rate Analysis

Resource, i

Work 

Rate, ri Time, ti

Work Done, 

w Pay Rate, pi Pay, Pi

Machine A r1 t1 (r1)(t1) p1 P1

Machine B r2 t2 (r2)(t2) p2 P2

. . . . . . . . . . . . . . . . . .

Machine n rn tn (rn)(tn) pn Pn

Total 1.0 Budget

TABLE 5.8

Work Rate Tabulation for Machines A and B

Resource, i Work Rate, ri Time, ti Work Done, w

Machine A 1/50 15 15/50

Machine B r2 15 15(r2)

Total 4/5
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Using the above relationship for work rate and cost, the work crew can be 
analyzed to determine the best strategy for accomplishing the required work, 
within the required time, and within a specified budget. For another simple 
example of possible application scenarios, consider a case where an IT tech-
nician can install new IT software in three computers every 4 h. At this rate, 
it is desired to compute how long it would take the technician to install the 
same software in five computers. We know, from the information given that 
we can write the proportion three computers is to 4 h as the proportion that 
five computers is to x hours, where x represents the number of hours the 
technician would take to install the software in five computers. This gives 
the following ratio relationship:

 

3

4

5computers

h

computers

h
=

x
,

which simplifies to yield x = 6 h, 40 min. Now consider a situation where the 
technician’s competence with the software installation degrades over time 
for whatever reason. We will see that the time requirements for the IT soft-
ware installation will vary depending on the current competency level of the 
technician. Half-life analysis can help to capture such situations so that an 
accurate work time estimate can be  developed. Consider another example 
where a worker can assemble parts at the rate of 120 parts per minute. 
Another worker can inspect the parts at the rate of three per second. How 
many inspectors are needed to keep up with 18 assemblers? At the assem-
bling rate given, one assembler can complete the task at the rate of two per 
second (i.e., 120 parts/60 s). So, 18 assemblers would complete 36 assembles 
per second. Now, let x be the number of inspector needed to keep up with the 
18 assemblers. Since one inspector completes three inspections per second, 
x inspectors would inspect 3x assembles per second. That is, 3x = 36, which 
yields x = 12.

A Fuel Consumption Rate Example

Similar to the personnel work rate example is a fuel consumption rate com-
putation. Suppose the 36 cars in a car service use a total of 5000 gallons of 
gasoline per week. If each of the cars uses the same amount of gasoline, then, 
at this rate, what is the number of gallons used by 5 of the cars in 2 weeks? 
The solution proceeds as follows:

The car service uses a total of 5000 gallons of gasoline per week, and each 
of the cars uses the same amount of gasoline, so each of the 36 cars uses 
5000/36 = 138.89 gallons of gasoline per week. Therefore, 5 of the cars use a 
total of 5(5000)/36 = 694.44 gallons per week. It follows that 5 of the cars use 
(2)[5(5000)/36] = 1388.89 gallons of gasoline in 2 weeks.
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Team Work Rate Analysis

When resources work concurrently at different work rates, the amount of 
work accomplished by each may be computed by the procedure for work 
rate analysis. The critical resource diagram and the resource schedule chart 
provide information to identify when, where, and which resources work 
concurrently.

Example

Suppose the work rate of RES 1 is such that it can perform a certain task 
in 30 days. It is desired to add RES 2 to the task so that the completion 
time of the task can be reduced. The work rate of RES 2 is such that it 
can perform the same task alone in 22 days. If RES 1 has already worked 
12 days on the task before RES 2 comes in, find the completion time of 
the task. Assume that RES 1 starts the task at time 0.

SOLUTION

The amount of work to be done is 1.0 whole unit (i.e., the full task).
The work rate of RES 1 is 1/30 of the task per unit time.
The work rate of RES 2 is 1/22 of the task per unit time.
The amount of work completed by RES 1 in the 12 days it worked alone 

is (1/30)(12) = 2/5 (or 40%) of the required work.
Therefore, the remaining work to be done is 3/5 (or 60%) of the full task.
Let T be the time for which both resources work together.
The two resources working together to complete the task yield Table 5.10.
Thus, we have

 T/30 + T/22 = 3/5

which yields T = 7.62 days. Thus, the completion time of the task is 
(12 + T) = 19.62 days from time zero. The results of this example are sum-
marized graphically in Figure 5.26. It is assumed that both resources pro-
duce identical quality of work and that the respective work rates remain 
consistent. The respective costs of the different resource types may be 
incorporated into the work rate analysis. The CRD and RS charts are 

TABLE 5.10

Tabulation of Resource Work Rates for RES 1 and RES 2

Resource Type, i Work Rate, ri Time, ti Work Done, wi

RES 1 1/30 T T/30

RES 2 1/22 T T/22

 Total 3/5
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simple extensions of very familiar tools. They are simple to use and they 
convey resource information quickly. They can be used to complement 
existing resource management tools. Users can find innovative ways to 
modify or implement them for specific resource planning, scheduling, 
and control purposes. For example, resource-dependent task durations 
and resource cost can be incorporated into the CRS and RS procedures to 
enhance their utility for resource management decisions.

Learning Curve Analysis

Learning curves present the relationship between cost (or time) and level of 
activity on the basis of the effect of learning. An early study disclosed the 
“80 percent learning” effect, which indicates that a given operation is subject 
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FIGURE 5.26
Resource schedule charts for RES 1 and RES 2.
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to a 20% productivity improvement each time the activity level or production 
volume doubles. A learning curve can serve as a predictive tool for obtaining 
time estimates for tasks in a project environment. Typical learning rates that 
have been encountered in practice range from 70 to 95%. A learning curve is 
also referred to as a progress function, a cost–quantity relationship, a cost curve, a 
product acceleration curve, an improvement curve, a performance curve, an experi-
ence curve, and an efficiency curve.

Several alternate models of learning curves have been presented in the 
literature. Some of the most notable models are the log–linear model, the 
S-curve, the Stanford-B model, DeJong’s learning formula, Levy’s adaptation 
function, Glover’s learning formula, Pegels’ exponential function, Knecht’s upturn 
model, and Yelle’s product model. The univariate learning curve expresses a 
dependent variable (e.g., production cost) in terms of some independent 
variable (e.g., cumulative production). The log–linear model is by far the 
most popular and most used of all the learning curve models. The model 
states that the improvement in productivity is constant (i.e., it has a con-
stant slope) as output increases. There are two basic forms of the log–linear 
model:

1. Average cost model

2. Unit cost model

The average cost model is more common than the unit cost model. It 
specifies the relationship between the cumulative average cost per unit and 
cumulative production. The relationship indicates that cumulative cost per 
unit will decrease by a constant percentage as the cumulative production 
volume doubles. The model is expressed as

 Ax = C1 x
b

 log Ax = log C1 = b log x

where
Ax = cumulative average cost of producing x units
C1 = cost of the first unit
x = cumulative production count
b = the learning curve exponent (i.e., constant slope of on log–log paper)

The relationship between the learning curve exponent, b, and the learning 
rate percentage, p, is as shown below:
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Learning Curve Example 1

Assume that 50 units of an item are produced at a cumulative average 
cost of $20 per unit. Suppose we want to compute the learning percent-
age when 100 units are produced at a cumulative average cost of $15 per 
unit. The learning curve analysis would proceed as follows:

Initial production level = 50 units; average cost = $20
Double production level = 100 units; cumulative average cost = $15
Using the log relationship, we obtain the following equations:

log 20 = log C1 + b log 50

log 15 = log C1 + b log 100

Solving the equations simultaneously yields

 

b = = −
log log

log log

20 15

50 100
0 415

–

–
.

Thus

 p = (2)−0.415 = 0.75

That is a 75% learning rate. In general, the learning curve exponent, 
b, may be calculated directly from actual data or computed analytically. 
That is
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where
x1 = first production level
x2 = second production level
Ax1 = cumulative average cost per unit at the first production level
Ax2 = cumulative average cost per unit at the second production level
p = learning rate percentage

Figure 5.27 shows the profile of a typical learning curve.
Using the basic cumulative average cost function, the total cost of pro-

ducing x units is computed as

 TCx = (x) Ax = (x) C1 x
b = C1 x

(b+1)

The unit cost of producing the xth unit is given by
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The marginal cost of producing the xth unit is given by
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Learning Curve Example 2

Suppose in a production run of a certain product it is observed that 
the cumulative hours required to produce 100 units is 100,000 h with a 
learning curve effect of 85%. For project planning purposes, an analyst 
needs to calculate the number of hours spent in producing the fiftieth 
unit. Following the notation used previously, we have the following 
information:

 p = 0.85 

 X = 100 units 

 Ax = 100,000 h/100 units = 1000 h/unit 

Now

 0.85 = 2b

Therefore, b = −0.2345
Also

 100,000 = C1(100)b
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FIGURE 5.27
The log–linear learning curve.
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Therefore, C1 = 2944.42 h. Thus

 C50 = C1(50)b = 1176.50 h

That is, the cumulative average hours for 50 units is 1176.50 h. Therefore, 
cumulative total hours for 50 units = 58,824.91 h. Similarly

 C49 = C1(49)b = 1182.09 h

That is, the cumulative average hours for 49 units is 1182.09 h. Therefore, 
cumulative total hours for 49 units = 57,922.17 h. Consequently, the num-
ber of hours for the fiftieth unit is given by

 58,824.91 h − 57,922.17 h = 902.74 h
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6
The Drag Efficient: The Missing 
Quantification of Time on the Critical Path*

Introduction

As discussed in the preceding chapters, the oil and gas industry can  benefit 
from the proven tools and techniques of project management that have 
been used in other industries before the oil and gas industry came of age. 
With appropriate adaptation, customization, and extension of the tools and 
techniques, the unique aspects of projects in the oil and gas industry can 
be attended to. This chapter, reprinted from the Defense AT&L  magazine, 
 illustrates a specific extension that is relevant for the oil and gas project envi-
ronment. The chapter introduces the methodology of incorporating drag and 
drag cost into the conventional critical path method (CPM). It can serve as a 
template for scheduling, planning, and control in all types of projects.

Drag and Drag Cost

Critical path analysis has been around for more than half a century. An 
 argument can be made that no project management technique is more impor-
tant. Yet, in project management theory and in scheduling software, there is 
the significant omission of two vital critical path metrics: drag and drag cost. 
Critical path drag is a key metric in the planning and scheduling of a project. 
Its greatest value is to the contractor who must manage the schedule. But it is 
also crucial for the customer to know that the project team is using this met-
ric both to generate an efficient schedule and to target the most appropriate 
work packages when slippage occurs.

* Reprinted with permission from Devaux, S. A. Defense AT&L, January–February 2012, 18–24. 
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The drag cost of an activity has even greater implications for the customer; it 
is the amount of value that the project is losing due to delivery being delayed 
by that activity’s critical path drag. Unfortunately, financial analysis of proj-
ect work tends to focus almost exclusively on budget. Benjamin Franklin 
wrote that time is money. Every customer knows that the time required for 
a project comes at great cost. Those funding projects often would willingly 
pay significantly more to accelerate deployment of a mission-critical system. 
Since it is exclusively critical path activities that are delaying project comple-
tion, the cost of delay is an invisible and expensive cost of critical path work.

The problem is the inability to identify which critical path activities are 
costing time and money—that is, their drag and drag cost. This chapter will 
show that the use of these concepts is vital to on-time delivery, schedule 
recovery, and the generation of maximum customer value.

Impact of Critical Path on Project Investment

All projects, without exception, are investments, undertaken to create greater 
value than the cost of the required resources. No customer or sponsor would 
ever knowingly invest $5 million worth of resources if the total value from 
the final product, from all sources, was only expected to be $4.9 million. The 
difference between the value of the final product and the cost of producing 
it, what we might call project profit, should be a key metric for project perfor-
mance (as it is for all other investments!). The cost of a project investment 
is always carefully tracked—but the return, or the expected monetary value 
(EMV) of the scope is little analyzed and often ignored.

One of the main factors that can affect the EMV of a project is changes 
in delivery date. It is usually the case that the earlier the delivery date, the 
greater the value of the project investment. Delivery date is always deter-
mined by the project’s longest, or critical, path. This may start as a planned 
critical path, but will finish as the actual longest path, or what the construc-
tion industry terms the “as-built critical path” (ABCP). The project manager 
should recognize the overwhelming importance of this path, and manage it. 
During project postmortem, the ABCP and the changes from plan that may 
have generated it should be a vital artifact and a generator of lessons learned.

Gaps in Traditional Critical Path Data

Whether dealing with the planned critical path or the ABCP, it is  important 
to recognize that both the gods and the devils are in the details. Good 
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schedule management requires knowing the contribution of each activity 
(as well as technical difficulties, scope changes, resource insufficiencies, 
schedule constraints, etc.) that contributes time to the length of the path. 
And here, unfortunately, we enter an area in which critical path theory, as 
beneficial and vital as it is, is silent. What does critical path analysis tell us 
about each activity in our project? If an activity is not on the critical path, 
both critical path theory and traditional PM software quantify something 
called either total float or total slack (depending on the software): the maxi-
mum amount of time that an activity can be delayed without making its 
path the longest in the project. Figure 6.1 shows a simple network logic dia-
gram of a project with the earliest and latest dates for each activity filled in 
on top and at bottom, respectively. Let us assume that this is the schedule of 
a project with a 45-day deadline, with each additional day reducing invest-
ment value by $10,000.

As the network shows, the critical path is A, C, E, H, I, and the project 
duration would be 60 days. The total floats of the noncritical activities 
would be

F = 10

G = 10

H = 8

I = 3

But since total float quantification is all off the critical path, this gives us 
 little help in knowing where to compress the schedule. And unfortunately, 
no similar quantification is performed for activities that are on the critical 
path! For all critical path activities, the software (and all traditional PM 
 theory, including the PMBOK® Guide) simply says zero—that its total float 
is zero. Of course, project schedules are much more complex than the simple 
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example shown in Figure 6.1. But no matter how large or complex the sched-
ule, the project manager’s approach should always be to make the project 
schedule as efficient as possible, providing the customer with the greatest 
value for the least cost. The trouble is that most traditional project manage-
ment metrics are silent about what we all know is really important: the criti-
cal path. What we need to know is

 1. Of all the activities on the critical path, which are adding the most 
time to project duration and offer the greatest “bang for the buck” if 
shortened?

 2. How much money is each activity’s added time costing, and how 
much would it cost to compress it?

The first metric that addresses this issue is not float—it is the much more 
important metric, critical path drag as introduced by Devaux (1999). Just as 
drag is what slows down a submarine or an airplane, critical path drag is the 
amount of time by which a critical path activity is slowing down the project. 
And it is vital information for any project manager to know about the activities in 
his/her project!

• Float is always off the critical path, whereas drag is always on critical 
activities.

• Float usually does not cost the project time and money, whereas drag 
almost invariably does!

There is an old saying: “What is measured is what is emphasized.” As 
a result of the standard CPM metric of total float, the emphasis winds up 
being on precisely the wrong things—the work that is not on the critical 
path! What the project manager needs to know is: how much time is each 
critical path activity adding to my project duration so that I can target the 
best tasks for compression. This is critical path drag. In Figure 6.2, we show 
the drag totals on the critical path activities.

Although “manual” drag computation in a large network with complex 
dependencies (Six Sigma, lag, etc.) can be intimidating and time consuming, 
it is relatively easy in a simple network such as the one in Figure 6.2:

• Step 1: Only critical path activities have drag.

• Step 2: If an activity has nothing else in parallel (e.g., A and in 
Figure 6.2), its drag equals its duration.

• Step 3: If a critical path activity has other activities in parallel, its 
drag is whichever is less: the total float of the parallel activity with the 
least total float (B and C in Figure 6.2), or its own duration (D, whose 
duration of 5 days is less than the 10 days of total float in each of the 
parallel activities F and G).
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Today, three software packages compute drag:

1. Project Optimizer from Sumatra.com (an MSProject 2007 add-on)

2. PlanontheNet.com

3. Spider Project

Of course, there is more to schedule optimization than drag computation. 
Just because activity E has drag of 15 and activity B’s drag is only 8 does not 
necessarily mean that you can shorten E more than B.

• Some activities are less “resource-elastic” than others, that is, adding 
resources may do little to shorten their durations.

• Shortening some activities may increase risk unacceptably, decrease 
quality, or otherwise reduce project value and profit.

• The resources needed to reduce one activity by each unit of time 
may be much more costly than those needed for an equal or greater 
reduction on a different activity.

However, when trying to shorten the project duration (either up front  during 
planning, or during execution when schedule slippage may leave the project 
manager seeking alternatives), we may be searching through a network of 
not five activities but 500 or 5000! Then there needs to be a way of focusing 
the process of schedule reduction onto those candidates that will provide the 
greatest reward. These are almost always the activities with the greatest drag.

In Figure 6.2, even though activity C has a duration of 20 days, it is only 
adding 3 days to the project schedule. By contrast, even though activity D 
has a duration of just 5 days, it is adding 2 more days to the critical path 
than is activity C. And, all else being equal, activity E may offer the greatest 
 opportunity with 15 days of drag.
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Computing the Drag Cost of an Activity

Benjamin Franklin’s statement that “time is money!” is never more accurate 
than when applied to projects. The key is to tie the cost of project delay to 
each individual activity generating the delay. The cost of this delay is caused 
by the activity’s critical path drag, and is the activity’s drag cost.

Drag cost represents the synthesis of the concept of project profit with a 
truly scope/cost/schedule-integrated plan. It is the reduction in the net 
value of the project because of the delay in project completion due to the 
time impact of each activity’s drag. It may be caused either because the delay 
reduces the project’s EMV or because the delay increases the indirect costs 
(overhead and opportunity costs). Figure 6.3 computes the drag cost of each 
activity if the cost of delay beyond 45 days is $10,000 per day.

Drag cost assigns the cost of project time to the individual critical path 
activities that are adding that time to the schedule. Suddenly, not only does 
Benjamin Franklin’s dictum apply to projects—it now applies to individual 
work items in the project, and to the resources performing that work. This 
allows the project manager to assess the relative cost of each work item, and 
to  target additional resources to reduce the drag cost.

Computing the True Cost of an Activity

Although finance departments have taught us to identify the cost of work with 
the price of the resources doing that work, this is simply not true of work per-
formed on the critical path of a project! A week’s work by a minimum-wage 
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laborer can be much more costly than a week’s work by a Nobel laureate 
physicist—if the physicist’s work has float while the laborer’s work is on the 
critical path with lots of drag cost! The true cost of project work is the sum of 
the resource cost and the drag cost (which of course is zero if the work is not 
on the critical path). In Figure 6.4, we have provided the budget for each activ-
ity’s resources.

Even though most financial analysis would determine that activity I is the 
most costly work, with a budget of $30,000, since it has no drag cost, it is actually 
not even close. Since activity I is not on the critical path, its true cost is only its 
resources. Conversely, activity E’s true cost is the sum of its $20,000 budget and 
its $150,000 of drag cost, or $170,000. The true cost of each activity is as follows:

A = $15,000 + $100,000 = $115,000

B = $10,000 + $80,000 = $90,000

C = $20,000 + $30,000 = $50,000

D = $5,000 + $50,000 = $55,000

E = $20,000 + $150,000 = $170,000

F = $55,000

G = $15,000

H = $10,000

I = $30,000

Computing the true cost of an activity can provide huge benefit to  customer, 
the project manager, and to the organization performing the project:

• Additional resources can be targeted to the activities with large true 
cost. For example, if doubling the resources on Activity E reduced its 
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duration and drag from 15 days to 10 days, its budget would increase 
by $20,000, but its drag cost would be reduced by $50,000 and its new 
true cost would be $140,0000 ($40,000 + $100,000), or $30,000 less.

• Some optional activities (“nice-to-haves” rather than “must-haves”) 
often wind up delaying a project by more than they are worth. Drag 
cost computation would allow both the customer and the project 
manager to recognize the true cost of optional work when it migrates 
to the critical path and determine if it is of sufficient value or whether 
it should be jettisoned. (This analysis should be performed any time 
that the critical path changes, loading a new set of activities with 
drag cost) during project performance.

• Any organization in the business of performing multiple simultane-
ous projects should conduct quarterly assessments of the true cost of 
specific resource types (mechanical engineer, programmer, etc.) and 
create Pareto charts highlighting those that have the greatest true 
cost. Increases in such resources will usually result in decreases in 
the drag cost component of their summed true costs.

A Concluding Anecdote

A few years ago, while teaching the concept of drag in a seminar, an engi-
neer who worked with a large defense contractor told an illuminating story. 
The customer had requested that a specific deliverable that was not part of 
the project’s critical path be pulled in by 5 weeks. The transcontinental team 
all flew to a central site and spent a full day suggesting the changes they 
thought would meet the new scheduling needs. When they were finished, 
they incorporated the changes into the master schedule—and the deliver-
able came in by 1 day! The team then spent the rest of the week engaged in 
pure trial-and-error: “What if we could do this in 8 days instead of 12? Nope, 
no change.” “What if we made this 5 days instead of 14? Okay, we gained 
3 days!” The engineer told me: “If we’d understood the concept of drag, we’d 
never have even left our offices. We could have accomplished our goal in a 
half-hour conference call.”

Drag Cost in Human Lives

Benjamin Franklin’s dictum that time is money sometimes understates 
the case: on some projects, time can be measured in human suffering 
and death. Examples can be found in pharmaceutical development, hos-
pital systems, emergency response—any endeavor in which projects are 
undertaken to save lives. Deployment of homeland security and defense 
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systems are prime examples of efforts where human lives are often on 
the line. To identify just one example, earlier deployment of a counter-
measure to defend against MANPADS (man-portable air-defense sys-
tems) could protect aircraft in a combat zone and save many American 
lives. If the annual loss of life in a combat zone due to MANPADS is 
determined to be 50, and a planned countermeasure deployment would 
reduce that number by half, then decreasing the drag of any critical path 
activity by 2 weeks would eliminate an estimated drag cost, over and 
above the  dollars, of the death of an American soldier.

A Historical Example of Drag Cost in Human Lives

In 1991, during the first Gulf War, it was discovered that a software bug 
in the radar of the Patriot antimissile system was causing the timing 
system to lose a small fraction of a second for every hour that a battery 
had been operational. Quoting from the February 4, 1992 report of the 
Information Management and Technology Division of the United States 
General Accounting Office (GAO):

On February 21, 1991, the Patriot Project Office sent a message to 
Patriot users stating that very long run times could cause a shift in 
the range gate, resulting in the target being offset. The message also 
said a software change was being sent that would improve the sys-
tem’s targeting. However, the message did not specify what consti-
tutes very long run times. . .

. . .Alpha Battery, the battery in question, was to protect the 
Dhahran Air Base. On February 25, Alpha Battery had been in opera-
tion for over 100 consecutive hours. Because the system had been on 
so long, the resulting inaccuracy in the time calculation caused the 
range gate to shift so much that the system could not track the incom-
ing Scud. Consequently, Alpha Battery did not engage the Scud, 
which then struck an Army barracks and killed 28 American soldiers.

On February 26, the next day, the modified software, which com-
pensated for the inaccurate time calculation, arrived in Dhahran. 
According to Army officials, the delay in distributing the software 
from the United States to all Patriot locations was due to the time 
it took to arrange for air and ground transportation in a wartime 
environment. (GAO, 1992)

Although there is always a strong tendency to blame the last few activi-
ties (i.e., “the time it took to arrange for air and ground transportation”) 
for a late delivery, the fact is that every critical path activity contributes to 
the project’s duration. In this case, every activity that had drag of 1 day or 
more, and that might somehow have been shortened through additional 
resources or expense, could have saved the lives of those 28 soldiers.
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The USS Monitor: A Happy Story of Limiting Drag Cost

When news reached the U.S. Navy in late 1861 that the Confederate Navy 
was working to convert the former USS Merrimack into an ironclad war-
ship, an emergency order went out for the design of a Union ironclad. 
John Ericsson’s model of “a cheesebox on a raft” was selected, and on 
October 4, 1861, Continental Iron Works and DeLamater Iron Works, both 
of New York, were contracted to build the Union ironclad. Ericsson had 
no project management software, and had never read an article about 
critical path drag. But he was an engineering genius managing an urgent 
project. Under his direction, the USS Monitor was launched in Brooklyn 
and began preparations for combat on January 30, 1862, just 118 days after 
the Navy’s order was submitted.

On March 6, the process of towing Monitor down the Atlantic Coast 
to Chesapeake Bay began. Late on March 8, the former Merrimack, 
now rebuilt into the ironclad CSS Virginia, attacked the Union squad-
ron blockading Hampton Roads and sank USS Cumberland and USS 
Congress. At dusk, the Virginia returned to port, intending to finish the 
job the next morning. But that night the Monitor arrived, and on March 9 
the two ironclads fought their famous battle to a draw, leaving the Union 
blockade in place. The cost of the one extra day it took for Monitor to 
arrive was high, but 2 days would have cost far more! Had Ericcson had 
software to help him eliminate one more day on his critical path, the lives 
lost on the two Union warships might have been saved. Conversely, had 
he not so brilliantly shortened the project schedule as much as he did, the 
blockade would probably have been broken and the Union might have 
lost the war.

Using Drag to Accelerate the Schedule of a Subdeliverable

A few years ago, a client called to see if I could help with a scheduling 
issue on a large project: the customer had requested that delivery of a 
certain component be accelerated by 5 weeks. Part of the problem was 
that the component was not on the critical path of the 3-year project; it 
had over 200 days of float. The earliest it could be completed, according 
to the master schedule, was 5 weeks later than the customer now needed 
it. And the program manager did not know where to start. In such cases, 
it is crucial to have a “clean” schedule: with up-to-date progress infor-
mation, correct dependency links, and no activities performed out-of-
sequence (the bane of schedule analysis!). It took a while to “scrub” the 
data. After 3 or 4 hours, we felt that we had an accurate schedule from the 
current date forward. Then

 1. We targeted the component delivery, making it our last or “sink” 
activity.



165The Drag Efficient

 2. We identified the target’s “ancestors,” that is, all earlier activities 
on the same logical path: predecessors, predecessors’ predeces-
sors, and so on.

 3. Next, we eliminated all activities that were not ancestors to get a 
subset of only those activities that were ancestors of the targeted 
activity.

 4. We identified the critical path to the targeted activity, and com-
puted the drags.

 5. Finally, we pulled in the component’s delivery date just as we 
would the end of a project, by fast tracking or crashing the dura-
tions of those activities with the most drag, recalculating activity 
drags as the critical path changed.

The adjustments made the component’s desired delivery date achievable.
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7
Decision Tools for Project Management 
in the Oil and Gas Industry

Education is what you get when you read the fine print; experience is 
what you get when you don’t.

Pete Seeger

The oil market, like the crude it harbors, is very volatile. A comprehensive 
decision analysis is essential to govern all facets of operations in the oil and 
gas industry. The industry is highly process oriented, thus requiring pro-
cess improvement strategies. Understanding processes so that they can be 
improved by means of a systematic approach requires the knowledge and 
application of tools and techniques. The effective use of these tools and 
techniques requires their application within the context of ongoing projects 
within a practical setting. This chapter presents a collection of common tools 
and techniques for process improvement in project management, with spe-
cific focus on oil and gas projects.

Process Operational Definition 

A key part of improving a process is to understand the process in a way 
that can be communicated to everyone without the risk of ambiguity. This 
requires an operational definition and assessment framework. The defi-
nition must be communicable in a way that presents the same consistent 
meaning to everyone, ranging from vendors and operators to the custom-
ers. Operational definition enables all of the people involved in a transaction 
to use and understand a term in exactly the same way every time. Many 
times, in Six Sigma initiatives, we focus too much on the product itself rather 
than on the understanding of the people involved in running, operating, 
and managing the production facility. Using an operational definition allows 
us to include all the entities involved in a comprehensive systematic way. 
This becomes especially important when collecting data, which is the basis 
for assessing and improving a process. Each person on a project team may 
have a different idea about what constitutes a defect. But if an operational 
definition has been established, the criteria for what is acceptable and the 
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test procedure for separating what is acceptable from what is defective, all 
team members can determine what is and is not a defect. Operational defini-
tions are relevant only within the particular prevailing operating scenario of 
interest. For this purpose, the concept of a clean table is useful. A clean table 
refers to establishing a fresh and organized framework for doing what is 
about to be done. This means starting fresh. For example, if you are using the 
table as a workbench, then clean may only mean that it is free of clutter and 
has all the necessary tools. On the other hand, if it is a lunch table, you would 
want some level of cleanliness, which is achieved by using a mild detergent. 
If it is a medical operating room table, it would have to be antiseptically clean 
to prevent the spread of infection. If it is a writer’s work table, it would need 
to have all the relevant references and writing instruments. The operational 
definition of clean is quite different for each of these examples. So, the context 
of the definition is important. A sample worksheet for developing an opera-
tional definition is presented in Figure 7.1.

The elements of an operational definition are summarized as follows:

Criterion: A standard or metric against which to evaluate the results of 
a test of the process.

Test: The procedure for measuring a characteristic of the process.

Decision: A determination of whether the test results show that the 
characteristic meets the criterion.

For example, in a process to assess the wool fibers in a piece of pipe insu-
lation material, the criteria might be as follows for a situation where it is 
desired to have 50% wool insulation:

Criteria: (a) Wool fibers are evenly distributed; (b) wool fibers comprise 
half of the blanket’s weight.

Worksheet
operationally define the term:

Criterion:

Test:

Decision:

FIGURE 7.1
Template for operational definition.
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Test: Analysis of samples to measure distribution and proportion of 
fibers.

Decision: Goal is met if test shows wool fibers are evenly distributed 
and comprise half of the insulation weight.

As another example, consider a situation where we desire a rust-free pipe. 
The operational definition would be done as follows:

Criterion: The absence of any visible oxidation on the surface of the pipe.

Test: Under good lighting conditions, an inspector visually examines 
the surface of the metal for evidence of oxidation.

Decision: If no oxidation is observed, the criterion is met. The conclusion 
is that the pipe surface is rust-free.

Although the above are simple examples, the same framework would 
be applied to more complex operating scenarios, such as oil lubrication in 
a piece of drilling equipment, applying medical first-aid after an accident, 
or assessing the flow rate in a pipeline. Figure 7.2 presents a generic envi-
ronment for applying the technique of operational definition. Control is an 
essential part of process improvement. A good control system is needed to 
ensure that appropriate control actions can be taken if a process goes out of 
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FIGURE 7.2
 Input–output scenario for applying operational definition.
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control. Figure 7.3 shows examples of the components of a control system in 
an oil and gas type of operation.

Process Mapping

One of the initial steps to understand or improve a process is process 
mapping. By gathering information about the process, we can construct a 
“dynamic” pictorial representation of the activities that make up a process. 
Process maps are useful communication tools that help improvement teams 
understand the process and identify opportunities for improvement. Process 
mapping provides a common framework, discipline, and language that facil-
itate a systematic way of working. Complex interactions can be represented 
in a logical, highly visible, and objective way. It defines where issues, bot-
tlenecks, or kinks exist and provides improvement teams with a common 
decision-making framework. The steps to constructing a process map are 
summarized below:

• Brainstorm all activities that routinely occur within the scope of the 
process

• Group the activities into 4–6 key subprocesses

• Identify the sequence of events and links between the subprocesses

• Define as a high-level process map and subprocess maps using ICOR 
(inputs, controls, outputs, and resources)

Set point,
control algorithms,

parameter constraintsHuman–machine
interface

Control signals

Actuators

Controlled process

Disturbances

Sensors

Process outputsProcess inputs

Measured variables

Remote diagnostics
and maintenance

Controller

FIGURE 7.3
Components of a control system.
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Process maps provide a dynamic view of how an organization can deliver 
improved business value. What if scenarios can be quickly developed by 
comparing maps of the process As is with the process To be.

Associated with process mapping is the technique of process flowcharting, 
which is used for graphically recording exactly what is done in a process. If a 
flowchart cannot be drawn using these symbols, then the process is not fully 
understood. The purpose of the flowchart is to learn why the current process 
operates the way it does and to conduct an objective analysis, which will 
identify problems, weaknesses, unnecessary steps, duplication, and confirm 
the objectives of the improvement effort.

Once we have established a good operational definition for the improve-
ment goal with a reliable control system framework, we can proceed to 
implementing one or more of the common tools and techniques of process 
improvement. Many of the tools are used in combination with one another. 
For example, Six Sigma improvement teams use the DMAIC methodology to 
identify and eliminate the causes of defects. The list includes the following 
options, some of which are discussed in the sections that follow:

• 5s (seiri, seiton, seiso, seiketsu, shitsuke)

• 6s (sort, stabilize, shine, standardize, sustain, safety)

• Bar charts

• Brainstorming

• Cause and effect diagrams

• CEDAC (cause and effect diagram with the addition of cards)

• Check sheets

• Control charts

• CPI (continuous process improvement)

• Cpk (process capability)

• DEJI (design, evaluate, justify, integrate)

• DFSS (design for Six Sigma)

• DMADV (define, measure, analyze, design, verify)

• DMAIC (define, measure, analyze, improve, control)

• Dot plot or tally chart

• DRIVE (define, review, identify, verify, execute)

• Force field analysis

• Histograms

• Kaizen

• Kanban system

• Lean principles
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• Matrix analysis

• Pareto analysis

• PDCA (plan, do, check, act)

• PICK chart (possible, implement, challenge, kill)

• Process flowcharting

• Process mapping

• Scatter diagrams

• SIPOC (suppliers, inputs, process, outputs, customers)

• Six Sigma

• SPC (statistical process control)

Cpk Process Capability Index

Industrial process capability analysis is an important aspect of managing 
industrial projects. The capability of a process is the spread that contains 
almost all values of the process distribution. It is very important to note 
that capability is defined in terms of a distribution. Therefore, capabil-
ity can only be defined for a process that is stable (has distribution) with 
common cause variation (inherent variability). It cannot be defined for an 
out-of-control process (which has no distribution) with variation special 
to specific causes (total variability). Figure 7.4 shows a process capability 
distribution.

Mean

Process capability

Tolerance

FIGURE 7.4
Process capability distribution.
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Capable Process (Cp)

A process is capable (Cp ≥ 1) if its natural tolerance lies within the engineer-
ing tolerance or specifications. The measure of process capability of a stable 
process is 6σ , where σ  is the inherent process variability that is estimated 
from the process. A minimum value of Cp = 1.33 is generally used for an 
ongoing process. This ensures a very low reject rate of 0.007% and therefore 
is an effective strategy for prevention of nonconforming items. Cp is defined 
mathematically as

 

Cp
USL LSL

=
−

=

6σ

allowable process spread

actual processspread

where
USL = upper specification limit
LSL = lower specification limit

Cp measures the effect of the inherent variability only. The analyst should 
use R-bar/d2 to estimate σ  from an R-chart that is in a state of statistical con-
trol, where R-bar is the average of the subgroup ranges and d2 is a normal-
izing factor that is tabulated for different subgroup sizes (n). We do not have 
to verify control before performing a capability study. We can perform the 
study, then verify control after the study with the use of control charts. If 
the process is in control during the study, then our estimates of capabilities 
are correct and valid. However, if the process was not in control, we would 
have gained useful information, as well as proper insights as to the corrective 
actions to pursue.

Capability Index (Cpk)

Process centering can be assessed when a two-sided specification is avail-
able. If the capability index (Cpk) is equal to or greater than 1.33, then the 
process may be adequately centered. Cpk can also be employed when there 
is only one-sided specification. For a two-sided specification, it can be math-
ematically defined as

 

Cpk Minimum
USL LSL

=
− −








X X

3 3ˆ
,

ˆσ σ

where X = overall process average.
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However, for a one-sided specification, the actual Cpk obtained is reported. 
This can be used to determine the percentage of observations out of speci-
fication. The overall long-term objective is to make Cp and Cpk as large as 

possible by continuously improving or reducing process variability, σ , for 
every iteration so that a greater percentage of the product is near the key qual-
ity characteristics target value. The ideal is to center the process with zero 
variability.

If a process is centered but not capable, one or several courses of action 
may be necessary. One of the actions may be that of integrating designed 
experiment to gain additional knowledge on the process and in designing 
control strategies. If excessive variability is demonstrated, one may conduct 
a nested design with the objective of estimating the various sources of vari-
ability. These sources of variability can then be evaluated to determine what 
strategies to use in order to reduce or permanently eliminate them. Another 
action may be that of changing the specifications or continuing production 
and then sorting the items. Three characteristics of a process can be observed 
with respect to capability, as summarized below:

 1. The process may be centered and capable.

 2. The process may be capable but not centered.

 3. The process may be centered but not capable.

Process Capability Example

Step 1: Using data for the specific process, determine if the process is 
capable. Let us assume that the analyst has determined that the pro-
cess is in a state of statistical control. For this example, the specifica-
tion limits are set at 0 (lower limit) and 45 (upper limit). The inherent 
process variability as determined from the control chart is

 
ˆ . . .σ = = =R d/ /2 5 83 2 059 2 83

  The capability of this process to produce within the specifications 
can be determined as

 
Cp

USL LSL
=

−
=

−
=

6

45 0

6 2 83
2 650

ˆ ( . )
.

σ

  The capability of the process Cp = 2.65 > 1.0, indicating that the 
process is capable of producing clutches that will meet the specifica-
tions between 0 and 45. The process average is 29.367.

Step 2: Determine if the process can be adequately centered. Cpk = mini-
mum [Cl and Cu] can be used to determine if a process can be centered.
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  Therefore, the capability index, Cpk, for this process is 1.84. Since 
Cpk = 1.84 is greater than 1.33, then the process can be adequately 
centered. The potential applications of process capability index are 
summarized below:

• Communication: Cp and Cpk have been used in industry to estab-
lish a dimensionless common language useful for assessing 
the performance of production processes. Engineering, quality, 
manufacturing, and so on can communicate and understand 
processes with high capabilities.

• Continuous improvement: The indices can be used to monitor con-
tinuous improvement by observing the changes in the distribu-
tion of process capabilities. For example, if there were 20% of 
processes with capabilities between 1 and 1.67 in a month, and 
some of these improved to between 1.33 and 2.0 the next month, 
then this is an indication that improvement has occurred.

• Audits: There are so many various kinds of audits in use today 
to assess the performance of quality systems. A comparison of 
in-process capabilities with capabilities determined from audits 
can help establish problem areas.

• Prioritization of improvement: A complete printout of all processes 
with unacceptable Cp or Cpk values can be extremely powerful 
in establishing the priority for process improvements.

• Prevention of nonconforming product: For process qualification, it is 
reasonable to establish a benchmark capability of Cpk = 1.33, which 
will make nonconforming products unlikely in most cases.

  In spite of its several possible applications, process capability 
index has some potential sources of abuse as summarized below:

• Cpk can increase without process improvement even though 
repeated testing reduces test variability. The wider the specifica-
tions, the larger the Cp or Cpk, but the action does not improve 
the process.

• Analysts tend to focus on number rather than on process.

• Process control: Analysts tend to determine process capability 
before statistical control has been established. Most people are 
not aware that capability determination is based on process 
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common cause variation and what can be expected in the future. 
The presence of special causes of variation makes prediction 
impossible and capability index unclear.

• Nonnormality: Some processes result in nonnormal distribution 
for some characteristics. Since capability indices are very sensi-
tive to departures from normality, data transformation may be 
used to achieve approximate normality.

• Computation: Most computer-based tools do not use R d/ 2 to cal-
culate σ.

Lean Principles

When analytical and statistical tools are coupled with sound managerial 
approaches, an organization can benefit from a robust implementation of 
improvement strategies. One approach that has emerged as a sound manage-
rial principle is “lean,” which has been successfully applied to many industrial 
operations. Lean means the identification and elimination of sources of waste 
in operations. Recall that Six Sigma involves the identification and elimina-
tion of source of defects. When Lean and Six Sigma are coupled, an organiza-
tion can derive the double benefit of reducing waste and defects in operations, 
which leads to what is known as Lean Six Sigma. Consequently, the organiza-
tion can achieve higher product quality, better employee morale, better sat-
isfaction of customer requirements, and more effective utilization of limited 
resources. The basic principle of “lean” is to take a close look at the elemental 
compositions of a process so that non-value-adding elements can be located 
and eliminated. In order to identify value-adding elements of a lean project, 
the component tasks must be ranked and comparatively assessed. The method 
below applies relative ratings to tasks. It is based on the distribution of a total 
point system. The total points available to the composite process or project are 
allocated across individual tasks. The steps are explained below:

Steps:

 1. Let T be the total points available to tasks.

 2. T = 100(n), where n = number of raters on the rating team.

 3. Rate the value of each task on the basis of specified output (or qual-
ity) criteria on a scale of 0 to 100.

 4. Let xij be the rating for task i by rater j.

 5. Let m = number of tasks to be rated.

 6. Organize the ratings by rater j as shown below:

Rating for Task 1: xij

Rating for Task 2: x2j

. .
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. .

. .

Rating for Task m: xmj

Total rating points 100

 7. Tabulate the ratings by the raters as shown in Table 7.1 and calculate 
the overall weighted score for each Task i from the expression below:

 

w
n

xi ij

j

n

=
=

∑1

1

The wi are used to rank order the tasks to determine the relative value-
added contributions of each. Subsequently, using a preferred cut-off  margin, 
the low or noncontributing activities can be slated for elimination. In terms 
of activity prioritization, a comprehensive lean analysis can identify the 
important versus unimportant and urgent versus not urgent tasks. It is 
within the unimportant and not urgent quadrant that one will find “waste” 
task elements that should be eliminated. Using the familiar Pareto distribu-
tion format, Table 7.2 presents an example of task elements within a 20% 
waste elimination zone.

It is conjectured that activities that fall in the “not important” and “not 
urgent” zone run the risk of generating points of waste in any productive 

TABLE 7.1

Lean Task Rating Matrix

Rating by 

Rater j = 1

Rating by 

Rater j = 2 . . . . . .

Rating by 

Rater n

Total Points 

For Task i wi

Rating for Task i = 1

Rating for Task i = 2

…

…

Rating for Task m

Total Points from Rater j 100 100 … … 100 100n

TABLE 7.2

Pareto Analysis of Unimportant Process Task Elements

Urgent Not Urgent

Important 20% 80%

Not Important 80% 20%
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undertaking. That zone should be the first target of review for tasks that 
can be eliminated. Granted that there may be some “sacred cow” activities 
that an organization must retain for political, cultural, or regulatory reasons, 
attempts should still be made to categorize all task elements of a project. The 
long-established industrial engineering principle of time-and-motion stud-
ies is making a comeback due to the increased interest in eliminating waste 
in lean initiatives. Lean and Six Sigma use analytical tools as the basis for 
pursuing their goals. But the achievement of those goals is predicated on 
having a structured approach to the activities of production. If proper proj-
ect management is practiced at the outset on an industrial endeavor, it will 
pave the way for achieving Six Sigma results and realizing lean outcomes. 
The key in any project endeavor is to have a structured design of the project 
so that diagnostic and corrective steps can be easily pursued. If the prover-
bial “garbage” is allowed to creep into a project, it would take much more 
time, effort, and cost to achieve a Lean Six Sigma cleanup.

Kaizen

By applying the Japanese concept of Kaizen, which is a compound word 
meaning “change” (kai) “for the better” (zen) an organization can redesign its 
processes to be lean and devoid of excesses. That is, change for improvement. 
That implies taking apart a process and making it better. In a mechanical 
design sense, this can be likened to finite element analysis, which identi-
fies how the component parts of a mechanical system fit together. It is by 
identifying these basic elements that improvement opportunities can be eas-
ily and quickly recognized. It should be recalled that the process of work 
breakdown structure in project management facilitates the identification of 
task-level components of an endeavor. Consequently, using a project man-
agement approach facilitates the achievement of the objectives of “lean.” In 
the context of quality management, a process decomposition hierarchy may 
help identify elemental characteristic that may harbor waste, inefficiency, 
and quality impedance. The functional relationships ( f) are summarized as 
shown below:

Task = f(activity)

Subprocess = f(task)

Process = f(subprocess)

Quality system = f(process)

Thus, quality improvement can be achieved by hierarchically improving a 
process and all the elements contained therein. Kaizen focuses on continuous 
improvement throughout all aspects of life. When applied to the workplace, 
kaizen continually improves all functions of a business, from manufacturing 



179Decision Tools for Project Management in the Oil and Gas Industry

to management and from the chief executive to the assembly line workers. 
Kaizen is a daily activity, the purpose of which goes beyond simple produc-
tivity improvement. It is a process that, when applied correctly, humanizes 
the workplace, eliminates overly hard work (muri), and teaches people how 
to perform experiments on their work using the scientific method and how 
to learn to spot and eliminate waste in business processes. To be most effec-
tive, kaizen must operate with three principles in place:

1. Consider the process and results (not results only) so that actions to 
achieve effects are surfaced.

2. Systematic thinking of the whole process and not just that immedi-
ately in view (i.e., big picture, not solely the narrow view) in order to 
avoid creating problems elsewhere in the process.

3. A learning, nonjudgmental, nonblaming (because blaming is waste-
ful) approach and intent to allow the reexamination of the assump-
tions that resulted in the current process.

In the context of historical recollection, after World War II, to help restore 
Japan, American occupation forces brought in American experts to help 
with the rebuilding of Japanese industry while the Civil Communications 
Section (CCS) developed a Management Training Program that taught statis-
tical control methods as part of the overall material. This course was devel-
oped and taught by Homer Sarasohn and Charles Protzman in 1949–1950. 
Sarasohn recommended Dr. W. Edwards Deming for further training in 
statistical methods. The Economic and Scientific Section (ESS) group was 
also tasked with improving Japanese management skills and Edgar McVoy 
was instrumental in bringing Lowell Mellen to Japan to properly install the 
Training Within Industry (TWI) programs in 1951. Prior to the arrival of 
Mellen in 1951, the ESS group had a training film to introduce the three TWI 
“J” programs (job instruction, job methods, and job relations). The film was 
titled “Improvement in 4 Steps” (Kaizen eno Yon Dankai). This was the origi-
nal introduction of “Kaizen” to Japan. For the pioneering, introduction, and 
implementation of Kaizen in Japan, the Emperor of Japan awarded the 2nd 
Order Medal of the Sacred Treasure to Dr. Deming in 1960. Consequently, 
the Union of Japanese Science and Engineering (JUSE) instituted the annual 
Deming Prizes for achievement in quality and dependability of products. 
On October 18, 1989, JUSE awarded the Deming Prize to Florida Power & 
Light Company for its exceptional accomplishments in process and qual-
ity control management. It was the first company outside Japan to win the 
Deming Prize. This example demonstrates that continuous improvement 
can, indeed, be accomplished in the energy-related industry. Projects in the 
oil and gas industry can benefit from using tools and techniques of process 
improvement.
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DEJI

Figure 7.5 illustrates the DEJI product decision model. The model (Badiru, 
2010) is unique among process improvement tools and techniques because it 
explicitly calls for a justification of the product within the process improve-
ment cycle. This is important for the purpose of determining when a program 
should be terminated even after going into production. If the program is justi-
fied, it must then be integrated and “accepted” within the ongoing business 
of the enterprise. Giachetti (2010) emphasizes the importance of integrated 
design and redesign of an enterprise as it goes through its life cycle.

Military Plane Case Example

The DEJI model facilitates such a recursive design–evaluate–justify–inte-
grate process for enterprise feedback looping. Integration is crucial in highly 
technical projects not only for the current operation but also for future oper-
ations in a dynamic environment. A case example for this is the 2012 revela-
tion by the U.S. Government Accountability Office (GAO) that the U.S. Air 
Force would spend $9.7 billion over 20 years to upgrade the capabilities of 
its F-22A Raptor as a result of the service’s failure to anticipate the plane’s 
long-term need for modernization. This is integration gone awry. Applying 
a technique such as DEJI would have called attention to integration needs 
on the future continuum of new technological developments. The biggest 
challenge for any project management endeavor is coordinating and inte-
grating the multiple facets that affect the final outputs of a project, where 

Blueprint templates
Standards
Life cycle planning
Process mapping

Design

Evaluate

Feedback loop for redesign

Failure mode and effects analysis
Design for manufacture
Pareto analysis
Benefits–cost analysis

Business alignment
Benefit/cost
Process capability
Operational feasibility

Human factors
Processes
Work tools
Ergonomics

Justify

Integrate

FIGURE 7.5
DEJI model for product development process.



181Decision Tools for Project Management in the Oil and Gas Industry

a specific output may be a physical product, a service, or a desired result. 
Addressing the challenges of project execution from a systems perspective 
increases the likelihood of success. The DEJI model can facilitate project suc-
cess through structural implementation. Although originally developed for 
product development projects, the model is generally applicable to all types 
of projects as every project goes through the stages of process design, evalu-
ation of parameters, justification of the project, and integration of the project 
into the core business of the organization. The model can be applied across 
the spectrum of the following elements of an organization:

 1. People

 2. Process

 3. Technology

Design Stage of DEJI

Product or process design should be structured to follow point-to-point trans-
formation. A good technique to accomplish this is the use of state-space trans-
formation, with which we can track the evolution of a project from concept 
stage to final product stage. For the purpose of project management, we adopt 
the general definitions and characteristics of state-space modeling. A state is a 
set of conditions that describe a process at a specified point in time. A formal 
definition of state in the context of the proposed research is presented below:

The state of a project refers to a performance characteristic of the proj-
ect which relates input to output such that knowledge of the input time 
function for t t≥ 0 and state at time t = t0 determines the expected output 
for t t≥ 0.

A project state-space is the set of all possible states of the project life cycle. 
State-space representation can solve project design problems by moving from 
an initial state to another state, and eventually to a goal state. The movement 
from state to state is achieved by means of actions. A goal is a description of an 
intended state that has not yet been achieved. The process of solving a project 
problem involves finding a sequence of actions that represents a solution path 
from the initial state to the goal state. A state-space model consists of state vari-
ables that describe the prevailing condition of the project. The state variables 
are related to inputs by mathematical relationships. Examples of potential proj-
ect state variables include schedule, output quality, cost, due date, resource, 
manpower utilization, and productivity level. For a process described by a 
system of differential equations, the state-space representation is of the form:

 

z f z t x t

y t g z t x t

=

=

( ( ), ( ))

( ) ( ( ), ( ))
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where f and g are vector-valued functions. For linear systems, the representa-
tion is

 

z Az t Bx t

y t Cz t Dx t

= +

= +

( ) ( )

( ) ( ) ( )
 ,

where z(t), x(t), and y(t) are vectors and A, B, C, and D are matrices. The vari-
able y is the output vector while the variable x denotes the inputs. The state 
vector z(t) is an intermediate vector relating x(t) to y(t). The state-space rep-
resentation of a discrete-time linear project design system is represented as

 

z t Az t Bx t

y t Cz t Dx t

( ) ( ) ( )

( ) ( ) ( )

+ = +

= +

1

In generic terms, a project is transformed from one state to another by a 
driving function that produces a transitional equation given by

 
S f x Ss p= +( | ) ε

where
Ss = subsequent state
x = state variable
Sp = the preceding state
ε = error component

The function f is composed of a given action (or a set of actions) applied 
to the project. Each intermediate state may represent a significant milestone 
in the project. Thus, a descriptive state-space model facilitates an analysis of 
what actions to apply in order to achieve the next desired product state.

Design Transformation due to Technology Changes

Project objectives are achieved by state-to-state transformation of project 
phases. Figure 7.6 shows a product development example involving the 
transformation from one state to another through the application of action. 
This simple representation can be expanded to cover several components 
within the product information framework. Hierarchical linking of product 
elements provides an expanded transformation structure. The product state 
can be expanded in accordance with implicit requirements. These require-
ments might include grouping of design elements, precedence linking (both 
technical and procedural), required communication links, and reporting 
requirements. The actions to be taken at each state depend on the prevailing 
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product conditions. The nature of subsequent alternate states depends on 
what actions are implemented. Sometimes there are multiple paths that can 
lead to the desired end result. At other times, there exists only one unique 
path to the desired objective. In conventional practice, the characteristics of 
the future states can only be recognized after the fact, thus, making it impos-
sible to develop adaptive plans. In the DEJI implementation, adaptive plans 
can be achieved because the events occurring within and outside the prod-
uct state boundaries can be taken into account.

If we describe a product by P state variables si, then the composite state of 
the product at any given time can be represented by a vector S containing P 
elements. That is

 S = { }s  s  s1 2 P, , ... ,

The components of the state vector could represent either quantitative or 
qualitative variables (e.g., cost, energy, color, time). We can visualize every 
state vector as a point in the M-dimensional state-space. The representa-
tion is unique since every state vector corresponds to one and only one 
point in the state-space. Suppose we have a set of actions (transformation 
agents) that we can apply to the product information so as to change it from 
one state to another within the project state-space. The transformation will 
change a state vector into another state vector. A transformation may be a 

FIGURE 7.6
Design transformation due to technology changes.
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change in raw material or a change in design approach. Suppose we let Tk 
be the kth type of transformation. If Tk is applied to the product when it is 
in state S, the new state vector will be Tk(S), which is another point in the 
state-space. The number of transformations (or actions) available for a prod-
uct may be finite or countably infinite. We can construct trajectories that 
describe the potential states of a product evolution as we apply successive 
transformations. Each transformation may be repeated as many times as 
needed. Given an initial state S0, the sequence of state vectors is represented 
by the following:

 

S S

S S

S S
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The final state, Sn, depends on the initial state S and the effects of the 
actions applied.

Evaluation Stage of DEJI

A project can be evaluated on the basis of cost, quality, and performance. In 
this section, learning curve modeling is used as the evaluation basis of a project 
with respect to the concept of growth and decay. The half-life extension (Badiru, 
2010) of the basic learning curve presented earlier in Chapter 5 is applicable for 
the evaluation stage of DEJI. In today’s technology-based operations, retention 
of learning may be threatened by fast-paced shifts in operating requirements. 
Thus, it is of interest to evaluate the half-life properties of learning curves. 
Information about the half-life can tell us something about the sustainability of 
learning-induced performance. This is particularly useful for designing prod-
ucts whose life cycles stretch into the future in a high-tech environment.

Figure 7.7 shows a graphical representation of performance as a function of 
time under the influence of forgetting (i.e., performance decay). Performance 
decreases as time progresses. Our interest is to determine when performance 
has decayed to half of its original level. With half-life computations, a com-
parative analysis of different learning curves models can be made.

Half-Life Analysis

The basic log–linear model is the most popular learning curve model. It 
expresses a dependent variable (e.g., production cost) in terms of some inde-
pendent variables (e.g., cumulative production). The model states that the 
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improvement in productivity is constant (i.e., it has a constant slope) as out-
put increases. That is

 C x C x b( ) = −
1

where
C(x) = cumulative average cost of producing x units
C1 = cost of the first unit
x = cumulative production unit
b = learning curve exponent

The percent productivity gain, p, due the effect of learning is computed as

 p b= −2

The application of half-life analysis to learning curves can help address 
questions such as:

• How fast and how far can system performance be improved?

• What are the limitations to system performance improvement?

• How resilient is a system to shocks and interruptions to its operation?

• Are the performance goals that are set for the system achievable?

Figure 7.8 shows a pictorial representation of the basic log–linear model, 
with the half-life point indicated as x1/2. The half-life of the log–linear model 
is computed as follows: Let

C0 = Initial performance level

C1/2 = Performance level at half-life

 C C x C C xb b
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FIGURE 7.7
Concept of learning curve growth and decay.
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But C C1 2 01 2/ ( )= / . Therefore, C x C xb b
1 1 2 1 01 2/ ( ) ,− −= /  which leads to x b

1 2/
− =

( ) ,1 2 0/ x b−  which, by taking the (−1/b)th exponent of both sides, simplifies to 
yield the following expression as the general expression for the standard 
log–linear learning curve model:
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where x1 2/  is the half-life and x0 is the initial point of operation. We refer to 
x1 2/  as the first-order half-life.

The second-order half-life is computed as the time corresponding to half of 
the preceding half. That is
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Similarly, the third-order half-life is
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In general, the kth-order half-life for the log–linear model is represented as
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Justification Stage of DEJI

We need to justify a program on the basis of quantitative value assessment. 
The systems value model (Troxler and Blank, 1989) is a good quantitative 
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FIGURE 7.8
 Profile of a learning curve with half-life point.
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technique that can be used here for project justification on the basis of value. 
The model provides a heuristic decision aid for comparing project alterna-
tives. It is presented here again for the present context. Value is represented 
as a deterministic vector function that indicates the value of tangible and 
intangible attributes that characterize the project. It is represented as

 
V f A A Ap= ( , , , )1 2 

where V value A A An= = =, ( , , )1   vector of quantitative measures or attri-
butes, and p = number of attributes that characterize the project. Examples of 
project attributes are quality, throughput, capability, productivity, and cost 
performance. Attributes are considered to be a combined function of factors, 
x1, expressed as
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where {xi} = set of m factors associated with attribute Ak(k = 1, 2, . . ., p) and 
fi = contribution function of factor xi to attribute Ak. Examples of factors are 
market share, reliability, flexibility, user acceptance, capacity utilization, 
safety, and design functionality. Factors are themselves considered to be 
composed of indicators, vi, expressed as

 

x v v v z vi n i i

j

n

( , , , ) ( )1 2

1

 =
=

∑

where {vj} = set of n indicators associated with factor xi(i = 1,2, . . ., m) and 
zj = scaling function for each indicator variable vj. Examples of indicators are 
debt ratio, project responsiveness, lead time, learning curve, and scrap vol-
ume. By combining the above definitions, a composite measure of the value 
of a project is given by the expression below:
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where PV is the composite project value and m and n may assume differ-
ent values for each attribute. A weighting measure to indicate the decision 
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maker’s preferences may be included in the model by using an attribute 
weighting factor, wi, as shown below:

 
PV = f w A w A w Ap p( , , , )1 1 2 2 

where

 

w wk k

k

p

= ≤ ≤

=

∑ 1 0 1
1

, ( )

In addition to the quantifiable factors, attributes, and indicators that 
impinge upon overall project value, the human-based subtle factors should 
also be included in assessing overall project value. Some of such factors are:

• Project communication

• Project cooperation

• Project coordination

Integration Stage of DEJI

Without being integrated, a system will be in isolation and it may be worth-
less. We must integrate all the elements of a system on the basis of alignment 
of functional goals. The overlap of systems for integration purposes can con-
ceptually be viewed as projection integrals by considering areas bounded by 
the common elements of subsystems.

 

A z x y y x

A Ay x

= ∫∫ ( , )d d

 

B z x y y x

B By x

= ∫∫ ( , )d d

In Figure 7.9, the projection of a flat plane onto the first quadrant is repre-
sented as area A while Figure 7.10 shows the projection on an inclined plane 
as area B. The net projection encompassing the overlap of A and B is repre-
sented as area C in Figure 7.11 and computed as

 

C z x y y x

C Cy x

= ∫∫ ( , )d d

Notice how each successful net projection area decreases with increase in 
the angle of inclination of the project plane. The fact is that in actual project 
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execution, it will be impractical or impossible to model subsystem scenarios 
as double integrals. But the concept, nonetheless, demonstrates the need to 
consider where and how project elements overlap for a proper assessment of 
integration. For mechanical and electrical systems, one can very well develop 
mathematical representation of systems overlap and integration boundaries. 
For the purpose of further explanation, double integrals arise in several tech-
nical applications. Some examples are

Flat plane
projection

y

z

Ay
2

Ay
1

Ax
1

Ax
2

x

FIGURE 7.9
 Flat plane projection for systems integration.

Net projection

y

z

x

Cy
2

Cy
1

Cx
1

Cx
2

Align and integrate

FIGURE 7.10
Inclined plane projection for subsystem alignment and integration.
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• Calculation of volumes

• Calculation of the surface area of a two-dimensional surface (e.g., a 
plane surface)

• Calculation of a force acting on a two-dimensional surface

• Calculation of the average of a function

• Calculation of the mass or moment of inertia of a body

• Consider the surface area given by the integral

 
A x f x y y

c

d

( ) ( , )= ∫ d

The variable of integration is y, and x is considered a constant. The cross-
sectional area depends on x. Thus, the area is a function of x. That is, A(x). 
The volume of the slice between x and x + dx is A(x)dx. The total volume is 
the sum of the volumes of all the slices between x = a and x = b. That is
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If substitute for A(x), we obtain
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FIGURE 7.11
Reduced net projection area due to steep incline.
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This is an example of an iterated integral. One integrates with respect to y 
first, then x. The integrals with respect to y and x are called the inner and 
outer integrals, respectively. Alternatively, one can make slices that are par-
allel to the x axis. In this case, the volume is given by

 

V f x y x y f x y x y
a

b

c

d

a

b

c

d
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 =∫∫ ∫∫( , ) ( , )d d d d

The inner integral corresponds to the cross-sectional area of a slice 
between y and y + dy. The quantities f(x,y)dydx and f(x,y)dxdy represent the 
value of the double integral in the infinitesimally small rectangle between 
x and x + dx and y and y + dy. The length and width of the rectangle are dx 
and dy, respectively. Hence, dydx (or dxdy) is the area of the rectangle. Thus, 
the change in area is dA = dydx or dA = dxdy.

Computational Example

Consider the double integral:

 
V x xy A

R

= +∫∫ ( ) ,2 3 d

where R is the rectangle 0 ≤ x ≤ 1, 1 ≤ y ≤ 2. Suppose we integrate with respect 
to y first. Then
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The inner integral is
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Note that we treat x as a constant as we integrate with respect to y. The 
integral is equal to
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We are now left with the following integral:
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Alternatively, we can integrate with respect to x first and then y. We have

 
V x xy x y= +∫∫ ( )2 3

0

1

1

2

d d

which should yield the same computational result. As a recap of the appli-
cation of the DEJI model, systems integration is the synergistic linking 
together of the various components, elements, and subsystems of a sys-
tem, where the system may be a complex project, a large endeavor, or a 
large enterprise. Activities that are resident within the system must be 
managed from both the technical and managerial standpoints. Any weak 
link in the system, no matter how small, can be the reason that the over-
all system fails. In this regard, every component of a project is a criti-
cal element that must be nurtured and controlled. Embracing the systems 
integration stage of the DEJI model will increase the likelihood of project 
success. Figure 7.12 summarizes the flow process, tools, and techniques 
of the four stages of the model. Postintegration assessment provides feed-
back inputs that go back into the design stage. The idea is not to prescribe 
specific tools, but to offer a consistent structure for applying the vari-
ous tools and techniques that have been presented. Most organizations 
already have in-house tools and techniques for their processes. Putting 
those into use in a structured and consistent framework is what the DEJI 
model offers.

Model Components Description

Define goals
Set metrics
Identify critical factors

Measure parameters
Assess attributes
Benchmark

Economic
Technical
Alignment with strategic goals

Identify common elements
Verify symbiosis
Check value synergyModel feedback path

Design

Evaluate

Justify

Integrate

PICK chart, Kano model,
QFD, affinity diagrams,
exploratory testing, etc.

Critical chain, process
mapping, FMEA,
assessment testing, etc.

Tools and Techniques

Earned value analysis,
balanced scorecard, cost
validation, etc.

Dashboarding, SIPOC,
responsibility matrix,
value engineering, etc.

FIGURE 7.12
Flow diagram of the four stages of the DEJI model.
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DMAIC

Figure 7.13 illustrates an application of the DMAIC (design, measure, ana-
lyze, improve, and control) technique for acquisitions process improvement. 
DMAIC is a basic component of the Six Sigma methodology for the reduction 
of variability and it complements the Lean Approach, which focuses on elimi-
nating waste in work processes. Variability reduction is achieved through 
the identification and elimination of sources of defects. Applying DMAIC to 
acquisitions programs can ensure that a project covers all the elements defined 
in the scope statement and only the elements defined in the scope. The define 
stage of DMAIC puts acquisition in the context of a specific military business 
case. The measure stage of DMAIC lays the ground work for measurement of 
the metrics of acquisitions performance. In this stage, accurate measurements 
must be made and relevant data must be collected and analyzed. We must 
be able to measure a metric before we can control or improve it. The analyze 
stage of DMAIC is very important to determine the relationships and factors 
of causality in the acquisitions process. If the focus is to generate products, 
services, or results, then we must understand what causes what and how the 
relationships can be enhanced. The improve stage of DMAIC outlines how 
to plan, pursue, and achieve improvement in acquisitions with an appropri-
ate recognition of organizational structures and impediments. The control 
stage ensures that any variances that stand out undergo corrective actions 
before they can adversely influence the end result of an acquisition program. 
The operational components of DMAIC are explained below and Figure 7.14 
shows a typical implementation flowchart for the methodology:

D—Define a problem or improvement opportunity

M—Measure process performance

Define

Charter team
Business case
Problem statement
Project scope
Deliveries
Roles and
responsibilities

Definition of Quality
CTQs (Critical to
Quality) factors
Types of customer
Needs and reqmts.
Collection methods
VOC (Voice of
customer) analysis

Process definition
Business process
Moment of truth
Connecting with the
customer

Process map View the big
picture

Integration
Bottlenecks
Process impact

Focus
on

customer

Measure Analyze Improve Control

Loop-back process

FIGURE 7.13
Application of the DMAIC technique for acquisitions process improvement.
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A—Analyze the process to determine the root causes of poor perfor-
mance (determine whether the process can be improved or should 
be redesigned)

I—Improve the process by addressing root causes

C—Control the improved process to sustain the improvements

The Six Sigma approach allows for no more than 3.4 defects per million 
parts in manufactured goods or 3.4 mistakes per million activities in a ser-
vice operation. To explain the effect of the Six Sigma approach, consider a 
process that is 99% perfect. That process will produce 10,000 defects per mil-
lion parts. With Six Sigma, the process will need to be 99.99966% perfect in 
order to produce only 3.4 defects per million. Thus, Six Sigma is an approach 
that moves a process toward perfection. Six Sigma, in effect, reduces vari-
ability among products produced by the same process.

Define

Measure

Analyze

Modify
design?

Improve

Control

No

Yes

Redesign

FIGURE 7.14
DMAIC flowchart.
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SIPOC

Figure 7.15 illustrates an adaptation of the SIPOC (suppliers, inputs, pro-
cess, outputs, customers) technique in an acquisitions environment. The 
diagram is used to identify all performance elements relevant for improve-
ment before the acquisitions program starts. The process improvement 
team may also add requirements at the end of the SIPOC diagram to iden-
tify the specific customer requirements that are to be satisfied. This helps 
to obtain clarifications of what, who, what, why, and how of improvement 
efforts. SIPOC can help define a complex acquisition program to ensure 
that the product will be in alignment with the organizational goal. SIPOC 
is often applied at the measure stage of the DMAIC methodology. SIPOC 
complements and provides additional details for the usual process map-
ping and input–output scoping processes of an acquisitions program. 
As a case example, SIPOC was applied to an Environmental Safety and 
Occupational Health (ESOH) project for the purpose of acquisition of 
lab chemicals at the Air Force Institute of Technology (AFIT) at Wright 
Patterson Air Force Base. The supplier to customer flow map is shown 
in Table 7.3. Notice that there are many stakeholders in such a chemical 
purchase. The information in the table is used later in the example on 
quantification of the PICK chart.

DRIVE

DRIVE (define, review, identify, verify, and execute) is an approach to prob-
lem solving and analysis that can be used as part of the process improve-
ment effort.

Define the scope of the problem and the criteria by which success will 
be measured and agree on the deliverables and the success factors.

SIPOC flow map

Suppliers Inputs Process

Requirements

Clarification of
Who, What, Where, When, Why, How

Outputs Customers

FIGURE 7.15
Application of the SIPOC technique for acquisitions process improvement.
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Review the current situation, understand the background, identify and 
collect information, include performance metrics, identify problem 
areas, improvements, and “low-hanging fruits.”

Identify improvements or solutions to the problem and the required 
changes to enable and sustain the improvements.

Verify and check that the improvements will bring about benefits 
that meet the defined success criteria; prioritize and pilot the 
improvements.

Execute the implementation of the solutions and improvements; plan a 
review; gather feedback and review.

ICOR

ICOR (inputs, controls, outputs, and resources) is an internationally accepted 
process analysis methodology for process mapping. It allows processes to be 

TABLE 7.3

SIPOC Chart for ESOH Improvement Project

Suppliers Inputs Process Outputs Customers

Consultants
Faculty
Chemical vendors
Equipment vendors
Base system 
(physical 

   plant, chemical
   school
   management 
   system, supply/ 
   disposal)
Management
Students/research
   asst
Comp support
Funding agencies
Local business
Contractors
Collaboration with 
   other colleges
Local inventor
Funding source
Base laser safety
Inspectors

Training
Purchase process
Inventory
Personal 
protective

  equipment
Laboratory 
survey

Price quotes
Government 
purchase card

School 
regulations

Federal and 
local law

Time to complete 
  forms
Research 
proposal

  approvals
Equipment
Expertise
Sponsor 
requirements

Defense 
department 
guidelines

Value stream 
maps

Safe working 
   environment
Compliance with 
   local, state, and
   federal 
requirements

Properly trained 
   students
Students perform 
   excellent 
Research & 
Development

Student 
education

Useable product 
   for sponsor 
   (equipment, 
   publication, 
   information)
Safety culture
Degrees
Contracts
Reports to 
external

   groups, 
   contractors, etc.
Excess item 
   disposal

Local, state, and
   federal
   agencies
Defense
   financial
   accounting 
(invoices, pmts)

Users (students, 
   faculty, external 
visitors)

Research 
sponsors

Maintenance 
staff

Compliance 
managers

Facility manager
Internal and 
external 
leadership
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broken down into simple, manageable, and more easily understandable units. 
The maps define the inputs, controls, outputs, and resources for both the 
high-level process and the subprocesses. This provides hierarchical relation-
ship linking between suppliers and customers. Figure 7.16 shows the layout 
of ICOR. Figure 7.17 presents an illustration of an implementation of ICOR. 
Notice the external controls in the example. The oil and gas industry is highly 
subject to external regulations and legislation. The resources available to the 
organization include skills, experience, and knowledge of the employees.

Standards

Procedure Legislation

Regulators

Requirements

External

Process

Product

Service

Capacity

Raw
materials

Internal

Data

Supplies

Skills and experience

Knowledge Physical

Resources

Control

Inputs Outputs

Human Mechanical

Computer

Customers

Machine

Site

FIGURE 7.17
Implementation example of ICOR.

Control

Suppliers Inputs Process Outputs

Resources

Customers

Subprocesses

FIGURE 7.16
Framework for ICOR implementation.
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6s/5s

The methodology known as “6s” is an extension of the “5s” approach, which 
is a method of workplace organization and visual controls popularized by 
Hiroyuki Hirano. 6s adds safety to the 5s approach. The five “Ss” refer to 
five Japanese words—seiri, seiton, seiso, seiketsu, and shitsuke. Seiri means 
to separate needed and unneeded materials and to remove the latter. Seiton 
means to neatly arrange (stabilize or straighten) and identify needed mate-
rials for ease of use. Seiso means to conduct a cleanup campaign. Seiketsu 
means to do seiri, seiton, and seiso at frequent intervals and to standardize 
your 5S procedures. Shitsuke means to form the habit of always following 
the first four Ss. The origin of 5S comes from the works of two American 
pioneers, Frederick W. Taylor’s Scientific Management (1911) and Henry Ford 
(1922), who were studied extensively and emulated by the Japanese. Ford’s 
CANDO program (Cleaning up, Arranging, Neatness, Discipline, Ongoing 
improvement), which builds on Taylor’s work, appears as the obvious origin 
for 5S. The six elements of 6s are shown below:

Sort (Seiri)—Distinguish between what is needed and not needed and 
remove the latter. The tools and materials in the workplace are sorted 
out. The unwanted tools and materials are placed in the tag area.

Stabilize (Seiton)—Enforce a place for everything and everything in 
its place. The workplace is organized by labeling. The machines 
and tools are labeled with their names and all the sufficient data 
required. A sketch with exact scale of the work floor is drawn with 
grids. This helps in achieving a better flow of work and easy access 
of all tools and machines.

Shine (Seiso)—Clean up the workplace and look for ways to keep it 
clean. Periodic cleaning and maintenance of the workplace and 
machines are done. The wastes are placed in a separate area. The 
recyclable and other wastes are separately placed in separate con-
tainers. This makes it easy to know where every components are 
placed. The clean look of the work place helps in a better organiza-
tion and increases flow.

Standardize (Seiketsu)—Maintain and monitor adherence to the 
first three Ss. This process helps to standardize work. The work 
of each person is clearly defined. The suitable person is chosen 
for a particular work. People in the workplace should know who 
is responsible for what. The scheduling is standardized. Time is 
maintained for every work that is to be done. A set of rules is cre-
ated to maintain the first 3S’s. This helps in improving efficiency 
of the workplace.

Sustain (Shitsuke)—Follow the rules to keep the workplace 6S-right—
“maintain the gain.” Once the previous 4S’s are implemented some 
rules are developed for sustaining the other S’s.
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Safety—Eliminate hazards. The sixth “S” is added so that focus could 
be directed at Safety within all improvement efforts. This is partic-
ularly essential in the high-risk accident-prone environment of oil 
and gas operations. This sixth extension is often debated as a sepa-
rate entity because safety should be implicit in everything we do. 
Besides, the Japanese word for Safety is “Anzen,” which does not fol-
low the “S” rhythm. Going further out on a limp, some practitioners 
even include additional “S’s”. So, we could have 8s with the addition 
of Security and Satisfaction.

• Security (e.g., job security, personal security, mitigation of risk, 
capital security, intellectual security, property security, informa-
tion security, asset security, equity security, product brand secu-
rity, etc.)

• Satisfaction (e.g., employee satisfaction, morale, job satisfaction, 
sense of belonging, etc.)

Figure 7.18 summarizes the elements contained within the 5s/6s process 
improvement technique. The figure, developed explicitly for this book, intro-
duces the concept of Project 6s as an equation representation for mnemonic 
reference purposes.

PICK Chart

PICK chart is a very effective Lean Six Sigma tool used to categorize process 
improvement ideas. The chart uses a 2 × 2 grid (representing four catego-
ries) drawn on a white board or a large flip-chart. Ideas that were written on 
sticky notes by team members are placed on the grid based on the payoff and 
difficulty level. The acronym comes from the labels for each of the quadrants 
of the grid:

Possible (easy, low payoff)  →  Third quadrant

Implement (easy, high payoff)  → Second quadrant

Sort

Project6s

Stabilize
5s

6s

8s

Shine

Standardize

Sustain

Safety

Security

Satisfaction

FIGURE 7.18
Graphics representation of 5s/6s process improvement.
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Challenge (hard, high payoff)  → First quadrant

Kill (hard, low payoff)  → Fourth quadrant

Figure 7.19 illustrates an example of a PICK chart application to the ESOH 
project described earlier under the SIPOC technique. When faced with mul-
tiple improvement ideas, a PICK chart may be used to determine the most 
useful one to pick. The vertical axis, representing ease of implementation, 
would typically include some assessment of the cost to implement the cat-
egory. More expensive actions can be said to be more difficult to implement.

Quantification of the PICK Chart

The placement of items into one of the four categories in a PICK chart is 
done through expert ratings, which are often subjective and nonquantita-
tive. In order to put some quantitative basis to the PICK chart analysis, this 
chapter presents a new methodology of dual numeric scaling on the impact 
and difficulty axes. Suppose each project is ranked on a scale of 1 to 10 and 
plotted accordingly on the PICK chart. Then, each project can be evaluated 
on a binomial pairing of the respective rating on each scale. For our ESOH 
example, let x represents level of impact and let y represents rating along the 
axes of difficulty. Note that a high rating along x is desirable while a high 
rating along y is not desirable. Thus, a composite rating involving x and y 

ImplementHigh
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4
Leadership

emphasis on
safety

Revamp ESOH
website using
“fresh eyes”

working group

3

5
Flow chart of
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Hire qualified
full-time
IPM/IAP
manager

Challenge
2

FIGURE 7.19
PICK chart example for ESOH improvement project.
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must account for the adverse effect of high values of y. A simple approach 
is to define y′ = (11 − y), which is then used in the composite evaluation. If 
there are more factors involved in the overall project selection scenario, the 
other factors can take on their own lettered labeling (e.g., a, b, c, z, etc.). Then, 
each project will have an n-tuple assessment vector. In its simplest form, this 
approach will generate a rating such as the following:

 PICKR i x y x y, ( , )′ = + ′

where
PICKR,i(x, y) = PICK rating of project i (i = 1, 2, 3, …, n)
n = number of project under consideration
x = rating along the impact axis (1 ≤ x ≤ 10)
y = rating along the difficulty axis 1 ≤ y ≤ 10)
y′ = (11 − y)

If x + y′ is the evaluative basis, then each project’s composite rating will 
range from 2 to 20, 2 being the minimum and 20 being the maximum pos-
sible. If (x)(y) is the evaluative basis, then each project’s composite rating will 
range from 1 to 100. In general, any desired functional form may be adopted 
for the composite evaluation. Another possible functional form is

 

PICKR i x y f x y

x y

, ( , ) ( , )

( )

′′ = ′′

= + ′′ 2

where y″ is defined as needed to account for the converse impact of the axes of 
difficulty. The above methodology provides a quantitative measure for trans-
lating the entries in a conventional PICK chart into an analytical technique 
to rank the improvement alternatives, thereby reducing the level of subjec-
tivity in the final decision. The methodology can be extended to cover cases 
where a project has the potential to create negative impacts, which impede 
organizational advancement. Referring back to the PICK chart for our ESOH 
example, we develop the numeric illustration shown in Table 7.4.

As expected, the highest x + y′ composite rating (i.e., 18) is in the second 
quadrant, which represents the “implement” region. The lowest composite 
rating is 12 in the first quadrant, which is the “challenge” region. With this 
type of quantitative analysis, it becomes easier to select, justify, and imple-
ment improvement projects. This facilitates a more rigorous analytical tech-
nique compared to the traditional subjective arm-waving approaches.

Kanban

Kanban is a signaling system to trigger action in production operations. 
Kanban is used as a part pull system. It is demand scheduling, which means 
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it only produces products to replace the products consumed by its custom-
ers, and it only produces products based on signals sent by its customers. 
Kanban replaces the daily scheduling activities necessary to operate the 
production process, and the need for production planners and supervisors 
to continuously monitor schedule status to determine the next item to run 
and when to change over. Kanban scheduling reduces inventory, improves 
flow, prevents overproduction, places control at operational level, and creates 
visual scheduling and management of process.

Quality Circle

The concept of quality circle is based on human resources management, 
which is considered as one of the key factors in the improvement of product 
quality and productivity. It implies the development of skills, capabilities, 
confidence, and creativity of the people through cumulative process of edu-
cation, training, work experience, and participation. The quality circle con-
cept has three major attributes:

1. It is a form of participative management.

2. It is a human resources development technique.

3. It is a problem-solving technique.

A quality circle is a small group of volunteers (usually 3–12 employees) 
doing similar work. They meet regularly under the leadership of their 
immediate supervisor, or someone chosen among the circle to identify 
problems, set priorities, discover causes, and propose solutions. A quality 
circle environment is a good example of the actualization of the Chinese 
quote below:

“Tell me and I forget;

Show me and I remember;

Involve me and I understand.”

TABLE 7.4

Numeric Evaluation of PICK Chart Rating for ESOH Project

Improvement Project x Rating y Rating y′ = 11 − y x + y′ xy′

Leadership emphasis 9 2 9 18 81

Full-time issue manager 9 10 1 10 9

Workflow digital signature 9 6 5 14 45

Workgroup process 8 3 8 16 64

Workflow chart VSM 7 6 5 12 35

Implement best practices 7 4 7 14 49

Support center other 6 4 7 13 42
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Direct participation to facilitate understanding is a key benefit of quality cir-
cles, which may concern product quality, work productivity, safety, job struc-
ture, work process flow, project control, aesthetics of the work areas, and so on.

Poka Yoke

Poka yoke is a method of mistake-proofing a process to preempt the occur-
rence of defects. It is a way to manufacture or assemble products with mini-
mum or zero defects by practicing zero quality control (ZQC), which is based 
on the principle that defects are prevented by controlling the performance of 
a process so that there cannot be defects in the product. A poka yoke system 
uses sensors or other devices installed in processing equipment or machines 
to detect errors that are missed by the operators. Poka yoke systems are used 
to carry out two key elements of ZQC: 100% inspection and immediate feed-
back. Poka yoke systems are used in source inspection to catch errors before 
the production process creates a defective product. A poka yoke system 
regulates the production and prevents defects using one of the following 
approaches. A control system stops the machine when an irregularity occurs. 
A warning system signals the operator to stop the machine when error is 
identified. There are three main methods for using poka yoke systems:

1. Contact methods—This method works by detecting whether a prod-
uct makes physical or energy contact with a sensing device.

2. Fixed value method—This method is used when a fixed number 
of parts to be attached to the product or when a fixed number of 
repeated operations need to be done at a particular work station. The 
device-fixed system counts the number of repetitions accomplished 
and releases the product when the fixed count is reached.

3. Motion-step method—This method is used to sense whether a 
motion or step in the process has been carried out within a certain 
time. It can also be used to sort and order the sequence in which the 
process should continue so as to avoid errors.

Because of its error-preemptive nature, the poka yoke system is particu-
larly suitable for the oil and gas production environment.

Culture and Attitude

In spite of all the tools and techniques available, it often happens that the 
task of process improvement will boil down to prevailing culture and atti-
tudes within the workforce. These are two attributes that are not easy to 
change. This is basically what hampers many improvement efforts.
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Quantifying Operational Efficiency

Operational efficiency, effectiveness, and productivity usually go hand in 
hand. An integrated definition of each is essential to identify where mili-
tary organizational improvement can be pursued. The existing techniques 
for improving efficiency, effectiveness, and productivity are quite amenable 
for military adaptation. Efficiency refers to the extent to which a resource 
(time, money, effort, etc.) is properly utilized to achieve an expected outcome. 
The goal, thus, is to minimize resource expenditure, reduce waste, eliminate 
unnecessary effort, and maximize output. The ideal (i.e., the perfect case) is 
to have 100% efficiency. This is rarely possible in practice. Usually expressed 
as a percentage, efficiency (e) is computed as output divided by input:

 

e = =output

input

result

effort

Effectiveness is an ambiguous evaluative term that is difficult to quantify. 
It is primarily concerned with achieving objectives. To model effectiveness 
quantitatively, we can consider the fact that an “objective” is essentially an 
“output” related to the numerator of the efficiency equation above. Thus, we 
can assess the extent to which the various objectives of an organization are 
met with respect to the available resources. Although efficiency and effec-
tiveness often go hand in hand, they are, indeed, different and distinct. For 
example, one can forego efficiency for the sake of getting a particular objec-
tive accomplished. Consider the statement “if we can get it done, money is no 
object.” The military, by virtue of being mission driven, often operates this 
way. If, for instance, our goal is to go from point A to point B to hit a target, 
and we do hit the target, no matter what it takes, then we are effective. We 
may not be efficient based on the amount of resources expended to hit the 
target. For the purpose of this chapter, a cost-based measure of effectiveness 
is defined as

 
ef

s

c
= o

o

where
ef = measure of effectiveness
so = level of satisfaction of the objective (rated on a scale of 0 to 1)
co =  cost of achieving the objective (expressed in pertinent cost basis: 

money, time, measurable resource, etc.)

If an objective is fully achieved, its satisfaction rating will be 1. If not 
achieved at all, it will be zero. Thus, having the cost in the denominator gives 
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a measure of achieving the objective per unit cost. If the effectiveness mea-
sures of achieving several objectives are to be compared, then the denomina-
tor (i.e., cost) will need to be normalized to a uniform scale. Overall system 
effectiveness can be computed as a summation as follows:
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where
efc = composite effectiveness measure
n = number of objectives in the effectiveness window

Because of the potential for the effectiveness measure to be very small 
based on the magnitude of the cost denominator, it is essential to scale this 
measure to a scale of 0 to 100. Thus, the highest comparative effectiveness 
per unit cost will be 100 while the lowest will be 0. The above quantitative 
measure of effectiveness makes most sense when comparing alternatives for 
achieving a specific objective. If the effectiveness of achieving an objective in 
absolute (noncomparative) terms is desired, it would be necessary to deter-
mine the range of costs, minimum to maximum, applicable for achieving 
the objective. Then, we can assess how well we satisfy the objective with the 
expenditure of the maximum cost versus the expenditure of the minimum 
cost. By analogy, killing two birds with one stone is efficient. By comparison, 
the question of effectiveness is whether we kill a bird with one stone or kill 
the same bird with two stones, if the primary goal is to kill the bird nonethe-
less. In technical terms, systems that are designed with parallel redundancy 
can be effective, but not necessarily efficient. In such cases, the goal is to be 
effective (get the job done) rather than to be efficient. Productivity is a mea-
sure of throughput per unit time. The traditional application of productivity 
computation is in the production environment with countable or measurable 
units of output in repetitive operations. Manufacturing is a perfect scenario 
for productivity computations. Typical productivity formulas include the 
following:
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where P is productivity, Q is output quantity, q is input quantity, e is effi-
ciency, and u is utilization. However, the military environment is a nonman-
ufacturing setting, for which productivity analysis is still of interest. The 
military organization is composed, primarily, of knowledge workers, whose 
productivity must be measured in alternate terms, perhaps through work 
rate analysis.
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Project Decision Analysis

Decision analysis facilitates a proper consideration of the essential elements 
of decisions in a project systems environment. These essential elements 
include the problem statement, information, performance measure, decision 
model, and an implementation of the decision. The recommended steps are 
enumerated below:

Step 1. Problem statement: A problem involves choosing between com-
peting, and probably conflicting, alternatives. The components of 
problem solving in project management include:

• Describing the problem (goals, performance measures)

• Defining a model to represent the problem

• Solving the model

• Testing the solution

• Implementing and maintaining the solution

Problem definition is very crucial. In many cases, symptoms of a prob-
lem are more readily recognized than its cause and location. Even after the 
problem is accurately identified and defined, a benefit/cost analysis may be 
needed to determine if the cost of solving the problem is justified.

Step 2. Data and information requirements: Information is the driving 
force for the project decision process. Information clarifies the rela-
tive states of past, present, and future events. The collection, storage, 
retrieval, organization, and processing of raw data are important 
components for generating information. Without data, there can be 
no information. Without good information, there cannot be a valid 
decision. The essential requirements for generating information are:

• Ensuring that an effective data collection procedure is followed

• Determining the type and the appropriate amount of data to 
collect

• Evaluating the data collected with respect to information 
potential

• Evaluating the cost of collecting the required data

For example, suppose a manager is presented with a recorded fact that says, 
“Sales for the last quarter are 10,000 units.” This constitutes ordinary data. 
There are many ways of using the above data to make a decision depending 
on the manager’s value system. An analyst, however, can ensure the proper 
use of the data by transforming it into information, such as, “Sales of 10,000 
units for last quarter are within x percent of the targeted value.” This type of 
information is more useful to the manager for decision making.
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Step 3. Performance measure: A performance measure for the compet-
ing alternatives should be specified. The decision maker assigns 
a perceived worth or value to the available alternatives. Setting 
measures of performance is crucial to the process of defining and 
selecting alternatives. Some performance measures commonly used 
in project management are project cost, completion time, resource 
usage, and stability in the workforce.

Step 4. Decision model: A decision model provides the basis for the analy-
sis and synthesis of information and is the mechanism by which com-
peting alternatives are compared. To be effective, a decision model 
must be based on a systematic and logical framework for guiding proj-
ect decisions. A decision model can be a verbal, graphical, or math-
ematical representation of the ideas in the decision-making process. 
A project decision model should have the following characteristics:

• Simplified representation of the actual situation

• Explanation and prediction of the actual situation

• Validity and appropriateness

• Applicability to similar problems

The formulation of a decision model involves three essential components:

Abstraction: Determining the relevant factors

Construction: Combining the factors into a logical model

Validation: Assuring that the model adequately represents the problem

The basic types of decision models for project management are described 
next.

Descriptive models. These models are directed at describing a decision 
scenario and identifying the associated problem. For example, a 
project analyst might use a CPM network model to identify bottle-
neck tasks in a project.

Prescriptive models. These models furnish procedural guidelines for 
implementing actions. The Triple C approach (Badiru, 2008), for exam-
ple, is a model that prescribes the procedures for achieving communi-
cation, cooperation, and coordination in a project environment.

Predictive models. These models are used to predict future events in a 
problem environment. They are typically based on historical data 
about the problem situation. For example, a regression model based 
on past data may be used to predict future productivity gains asso-
ciated with expected levels of resource allocation. Simulation mod-
els can be used when uncertainties exist in the task durations or 
resource requirements.
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Satisficing models. These are models that provide trade-off strategies 
for achieving a satisfactory solution to a problem within given 
constraints. Goal programming and other multicriteria techniques 
provide good satisficing solutions. For example, these models are 
helpful in cases where time limitations, resource shortages, and per-
formance requirements constrain the implementation of a project.

Optimization models. These models are designed to find the best avail-
able solution to a problem subject to a certain set of constraints. For 
example, a linear programming model can be used to determine the 
optimal product mix in a production environment.

In many situations, two or more of the above models may be involved in 
the solution of a problem. For example, a descriptive model might provide 
insights into the nature of the problem; an optimization model might pro-
vide the optimal set of actions to take in solving the problem; a satisficing 
model might temper the optimal solution with reality; a prescriptive model 
might suggest the procedures for implementing the selected solution; and a 
predictive model

Step 5. Making the decision: Using the available data, information, and 
the decision model, the decision maker will determine the real-world 
actions that are needed to solve the stated problem. A sensitivity 
analysis may be useful for determining what changes in parameter 
values might cause a change in the decision.

Step 6. Implementing the decision: A decision represents the selection 
of an alternative that satisfies the objective stated in the problem 
statement. A good decision is useless until it is implemented. An 
important aspect of a decision is to specify how it is to be imple-
mented. Selling the decision and the project to management 
requires a well-organized persuasive presentation. The way a deci-
sion is presented can directly influence whether or not it is adopted. 
The presentation of a decision should include at least the following: 
an executive summary, technical aspects of the decision, manage-
rial aspects of the decision, resources required to implement the 
decision, cost of the decision, the time frame for implementing the 
decision, and the risks associated with the decision.

Group Decision Making

Systems decisions are often complex, diffuse, distributed, and poorly under-
stood. No one person has all the information to make all decisions accurately. 
As a result, crucial decisions are made by a group of people. Some organi-
zations use outside consultants with appropriate expertise to make recom-
mendations for important decisions. Other organizations set up their own 
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internal consulting groups without having to go outside the organization. 
Decisions can be made through linear responsibility, in that case one person 
makes the final decision based on inputs from other people. Decisions can 
also be made through shared responsibility, in that case a group of people 
share the responsibility for making joint decisions. The major advantages of 
group decision making are listed below:

 1. Facilitation of a systems view of the problem environment.

 2. Ability to share experience, knowledge, and resources. Many heads 
are better than one. A group will possess greater collective ability to 
solve a given decision problem.

 3. Increased credibility. Decisions made by a group of people often 
carry more weight in an organization.

 4. Improved morale. Personnel morale can be positively influenced 
because many people have the opportunity to participate in the 
decision-making process.

 5. Better rationalization. The opportunity to observe other people’s views 
can lead to an improvement in an individual’s reasoning process.

 6. Ability to accumulate more knowledge and facts from diverse 
sources.

 7. Access to broader perspectives spanning different problem scenarios.

 8. Ability to generate and consider alternatives from different 
perspectives.

 9. Possibility for a broader-base involvement, leading to a higher likeli-
hood of support.

 10. Possibility for group leverage for networking, communication, and 
political clout.

In spite of the much-desired advantages, group decision making does pos-
sess the risk of flaws. Some possible disadvantages of group decision making 
are listed below:

 1. Difficulty in arriving at a decision.

 2. Slow operating time frame.

 3. Possibility for individuals’ conflicting views and objectives.

 4. Reluctance of some individuals in implementing the decision.

 5. Potential for power struggle and conflicts among the group.

 6. Loss of productive employee time.

 7. Too much compromise may lead to less than optimal group output.

 8. Risk of one individual dominating the group.
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 9. Overreliance on group process may impede agility of management 
to make decision fast.

 10. Risk of dragging feet due to repeated and iterative group meetings.

Brainstorming

Brainstorming is a way of generating many new ideas. In brainstorming, the 
decision group comes together to discuss alternate ways of solving a prob-
lem. The members of the brainstorming group may be from different depart-
ments, may have different backgrounds and training, and may not even 
know one another. The diversity of the participants helps create a stimulat-
ing environment for generating different ideas from different viewpoints. 
The technique encourages free outward expression of new ideas no matter 
how far-fetched the ideas might appear. No criticism of any new idea is per-
mitted during the brainstorming session. A major concern in brainstorm-
ing is that extroverts may take control of the discussions. For this reason, 
an experienced and respected individual should manage the brainstorming 
discussions. The group leader establishes the procedure for proposing ideas, 
keeps the discussions in line with the group’s mission, discourages disrup-
tive statements, and encourages the participation of all members. After the 
group runs out of ideas, open discussions are held to weed out the unsuitable 
ones. It is expected that even the rejected ideas may stimulate the generation 
of other ideas that may eventually lead to other favored ideas. Guidelines for 
improving brainstorming sessions are presented as follows:

• Focus on a specific decision problem.

• Keep ideas relevant to the intended decision.

• Be receptive to all new ideas.

• Evaluate the ideas on a relative basis after exhausting new ideas.

• Maintain an atmosphere conducive to cooperative discussions.

• Maintain a record of the ideas generated.

Delphi Method

The traditional approach to group decision making is to obtain the opinion 
of experienced participants through open discussions. An attempt is made 
to reach a consensus among the participants. However, open group discus-
sions are often biased because of the influence of subtle intimidation from 
dominant individuals. Even when the threat of a dominant individual is not 
present, opinions may still be swayed by group pressure. This is called the 
“bandwagon effect” of group decision making.

The Delphi method attempts to overcome these difficulties by requiring 
individuals to present their opinions anonymously through an intermediary. 
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The method differs from the other interactive group methods because it elim-
inates face-to-face confrontations. It was originally developed for forecasting 
applications, but it has been modified in various ways for application to dif-
ferent types of decision making. The method can be quite useful for project 
management decisions. It is particularly effective when decisions must be 
based on a broad set of factors. The Delphi method is normally implemented 
as follows:

 1. Problem definition. A decision problem that is considered significant 
is identified and clearly described.

 2. Group selection. An appropriate group of experts or experienced indi-
viduals is formed to address the particular decision problem. Both 
internal and external experts may be involved in the Delphi process. 
A leading individual is appointed to serve as the administrator of the 
decision process. The group may operate through the mail or gather 
together in a room. In either case, all opinions are expressed anony-
mously on paper. If the group meets in the same room, care should be 
taken to provide enough room so that each member does not have the 
feeling that someone may accidentally or deliberately observe their 
responses.

 3. Initial opinion poll. The technique is initiated by describing the prob-
lem to be addressed in unambiguous terms. The group members are 
requested to submit a list of major areas of concern in their specialty 
areas as they relate to the decision problem.

 4. Questionnaire design and distribution. Questionnaires are prepared to 
address the areas of concern related to the decision problem. The 
written responses to the questionnaires are collected and organized 
by the administrator. The administrator aggregates the responses in 
a statistical format. For example, the average, mode, and median of 
the responses may be computed. This analysis is distributed to the 
decision group. Each member can then see how his or her responses 
compare with the anonymous views of the other members.

 5. Iterative balloting. Additional questionnaires based on the previous 
responses are passed to the members. The members submit their 
responses again. They may choose to alter or not to alter their previ-
ous responses.

 6. Silent discussions and consensus. The iterative balloting may involve 
anonymous written discussions of why some responses are correct 
or incorrect. The process is continued until a consensus is reached. 
A consensus may be declared after five or six iterations of the ballot-
ing or when a specified percentage (e.g., 80%) of the group agrees on 
the questionnaires. If a consensus cannot be declared on a particular 
point, it may be displayed to the whole group with a note that it does 
not represent a consensus.
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In addition to its use in technological forecasting, the Delphi method has 
been widely used in other general decision making. Its major characteristics 
of anonymity of responses, statistical summary of responses, and controlled 
procedure make it a reliable mechanism for obtaining numeric data from 
subjective opinion. The major limitations of the Delphi method are:

 1. Its effectiveness may be limited in cultures where strict hierarchy, 
seniority, and age influence decision-making processes.

 2. Some experts may not readily accept the contribution of nonexperts 
to the group decision-making process.

 3. Since opinions are expressed anonymously, some members may take 
the liberty of making ludicrous statements. However, if the group 
composition is carefully reviewed, this problem may be avoided.

Nominal Group Technique

The nominal group technique is a silent version of brainstorming. It is a 
method of reaching consensus. Rather than asking people to state their 
ideas aloud, the team leader asks each member to jot down a minimum 
number of ideas, for example, five or six. A single list of ideas is then writ-
ten on a chalkboard for the whole group to see. The group then discusses 
the ideas and weeds out some iteratively until a final decision is made. The 
nominal group technique is easier to control. Unlike brainstorming where 
members may get into shouting matches, the nominal group technique per-
mits members to silently present their views. In addition, it allows introver-
sive members to contribute to the decision without the pressure of having 
to speak out too often. In all of the group decision-making techniques, 
an important aspect that can enhance and expedite the decision-making 
process is to require that members review all pertinent data before com-
ing to the group meeting. This will ensure that the decision process is not 
impeded by trivial preliminary discussions. Some disadvantages of group 
decision making are:

 1. Peer pressure in a group situation may influence a member’s opinion 
or discussions.

 2. In a large group, some members may not get to participate effec-
tively in the discussions.

 3. A member’s relative reputation in the group may influence how well 
his or her opinion is rated.

 4. A member with a dominant personality may overwhelm other mem-
bers in the discussions.

 5. The limited time available to the group may create a time pressure 
that forces some members to present their opinions without fully 
evaluating the ramifications of the available data.
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 6. It is often difficult to get all members of a decision group together at 
the same time.

Despite the noted disadvantages, group decision making definitely has 
many advantages that may nullify the shortcomings. The advantages as 
presented earlier will have varying levels of effect from one organization to 
another. The Triple C principle presented in Chapter 2 may also be used to 
improve the success of decision teams. Team work can be enhanced in group 
decision making by adhering to the following guidelines:

 1. Get a willing group of people together.

 2. Set an achievable goal for the group.

 3. Determine the limitations of the group.

 4. Develop a set of guiding rules for the group.

 5. Create an atmosphere conducive to group synergism.

 6. Identify the questions to be addressed in advance.

 7. Plan to address only one topic per meeting.

For major decisions and long-term group activities, arrange for team train-
ing that allows the group to learn the decision rules and responsibilities 
together. The steps for the nominal group technique are

 1. Silently generate ideas, in writing.

 2. Record ideas without discussion.

 3. Conduct group discussion for clarification of meaning, not argument.

 4. Vote to establish the priority or rank of each item.

 5. Discuss vote.

 6. Cast final vote.

Interviews, Surveys, and Questionnaires

Interviews, surveys, and questionnaires are important information gather-
ing techniques. They also foster cooperative working relationships. They 
encourage direct participation and inputs into project decision-making 
 processes. They provide an opportunity for employees at the lower levels 
of an organization to contribute ideas and inputs for decision making. The 
greater the number of people involved in the interviews, surveys, and ques-
tionnaires, the more valid the final decision. The following guidelines are 
useful for conducting interviews, surveys, and questionnaires to collect data 
and information for project decisions:

 1. Collect and organize background information and supporting 
documents on the items to be covered by the interview, survey, or 
questionnaire.
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 2. Outline the items to be covered and list the major questions to be asked.

 3. Use a suitable medium of interaction and communication: telephone, 
fax, electronic mail, face-to-face, observation, meeting venue, poster, 
or memo.

 4. Tell the respondent the purpose of the interview, survey, or ques-
tionnaire, and indicate how long it will take.

 5. Use open-ended questions that stimulate ideas from the respondents.

 6. Minimize the use of yes or no type of questions.

 7. Encourage expressive statements that indicate the respondent’s views.

 8. Use the who, what, where, when, why, and how approach to elicit 
specific information.

 9. Thank the respondents for their participation.

 10. Let the respondents know the outcome of the exercise.

Multivote

Multivoting is a series of votes used to arrive at a group decision. It can be 
used to assign priorities to a list of items. It can be used at team meetings 
after a brainstorming session has generated a long list of items. Multivoting 
helps reduce such long lists to a few items, usually three to five. The steps for 
multivoting are

 1. Take a first vote. Each person votes as many times as desired, but 
only once per item.

 2. Circle the items receiving a relatively higher number of votes (i.e., 
majority vote) than the other items.

 3. Take a second vote. Each person votes for a number of items equal 
to one-half the total number of items circled in step 2. Only one vote 
per item is permitted.

 4. Repeat steps 2 and 3 until the list is reduced to three to five items 
depending on the needs of the group. It is not recommended to mul-
tivote down to only one item.

 5. Perform further analysis of the items selected in step 4, if needed.

The tools, techniques, and concepts presented in this chapter provide 
practical guidance for applying decision tools for oil and gas project man-
agement. To improve a project is to improve the project’s underlying pro-
cesses. A process encompasses the steps and decisions involved in the way 
that work is accomplished. Every oil and gas project environment can ben-
efit from the illustrative examples presented in the chapter. To summarize, 
Figure 7.20 presents a flowchart of process improvement steps with critical 
decision points embedded.
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Supplier Selection Decision

Supplier selection decision is a frequent problem in oil and gas project man-
agement. A technique, such as the PICK chart, can be adapted for selecting 
suppliers based on qualitative or subjective analysis. For a more rigorous 
selection approach, quantitative methods may be necessary. The supplier 
selection problem is very much like an outsourcing problem, and they both 
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FIGURE 7.20
Flowchart of process improvement steps.
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can benefit from rigorous analytical selection tools and techniques. Some of 
the commonly used techniques for vendor selection include the following:

• Total cost approach: In this approach, the quoted price from each 
vendor is taken as the starting point and each constraint under 
consideration is replaced iteratively by a cost factor. The contract is 
awarded to the vendor with the lowest unit total cost.

• Multiattribute utility theory (MAUT): In this approach, multiple, and 
possibly conflicting, attributes are fed into a comprehensive mathemat-
ical model. This approach is useful for global contracting applications.

• Multiobjective programming: In this approach, flexibility and ven-
dor inclusiveness are achieved by allowing a varying number of 
vendors into the solution such that suggested volume of allocation 
to each vendor is recommended by the mathematical model.

• Total cost of ownership: In this philosophy-based approach, the 
selection process looks beyond price of purchase to include other 
purchase-related costs. This is useful for demonstrating vendor buy-
in and overall involvement in project success.

• Analytic hierarchy process: In this approach, pair-wise comparison 
of vendors is conducted in a stage-by-stage decision process. This is 
useful for cases where qualitative considerations are important for 
the decision process.

Wadhwa–Ravindran Supplier Selection Technique

Several other mathematical models are available in the literature. One 
comprehensive quantitative technique that uses multicriteria modeling 
is presented by Wadhwa and Ravindran (2007). They present a multicrite-
ria formulation of the vendor selection problem with multiple buyers and 
multiple vendors under price discounts. This is applicable to cases where 
different divisions of an organization buy through one central purchasing 
department. The number of buyers in this scenario is set equal to the number 
of divisions buying through the central purchasing office. The model is also 
applicable for a case where the number of buyers is equal to one. The formu-
lation considers the least restrictive case where any of the buyers can acquire 
one or more products from any vendors. The potential set of vendors chosen 
by an organization is constrained by the following:

• Quality level of the products from different vendors

• Lead time of the supplied products

• Production capacity of the vendors



217Decision Tools for Project Management in the Oil and Gas Industry

The Wadhwa–Ravindran model helps any organization to select a subset 
of the most favorable vendors for various outsourced components and to 
determine the respective quantities to order from each of the chosen most 
favorable vendors; with the objective of meeting project needs. The model 
uses the following notations:

I = set of products to be purchased

J =  set of buyers who procure multiple units in order to fulfill some 
demand

K = potential set of vendors

M = set of incremental price breaks

pikm = cost of acquiring one unit of product i from vendor k at price level m

bikm =  quantity at which incremental price breaks occurs for product i 
by vendor k

Fk = fixed ordering cost associated with vendor k

dij = demand of product i for buyer j

lijk = lead time of vendor k to produce and supply product i to buyer j

qik =  quality that vendor k maintains for product i (measured in percent 
of defects)

Lij = lead time that buyer j requires for product i

Qj =  minimum quality level that buyer j requires for all vendors to 
maintain (percent rejection)

CAPk = production capacity of vendor k

N = maximum number of vendors that can be selected

Xijkm =  number of units of product i supplied by vendor k to buyer j at 
price level m

Zk =  decision variable denoting whether or not a particular vendor is 
chosen (1 or 0)

Yijkm =  decision variable indicating whether or not price level m is used 
(1 or 0)

The objective of the model is to simultaneously minimize price, lead time, 
and rejects. The mathematical representations of these multiple objectives 
are presented below for price, lead time, and quality:

Total purchasing cost = total variable cost + total fixed cost

 

= p X F Zikm ijkm

mkji

k k

k
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Total lead time = summation over all products, buyers, and vendors

 

= l Xijk ijkm

mkji

∑∑∑∑
 

Quality = sum of rejects over all products, buyers, and vendors

 

= q Xijk ijkm
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The constraints in the model are expressed in terms of capacity constraint, 
demand constraint, maximum number of vendors, linearization, and non-
negativity. These are expressed as follows:

 

Capacity constraint: CAPX Z kijkm
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Maximum number of vendors: Z Nk
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Because of price discounts, the objective function will be nonlinear. 
Linearizing constraints are needed to convert the nonlinear objective func-
tion to a linear function. These constraints are expressed as

 
X b b i j k m mijkm ikm ikm ijkm k≤ − ∀ ≤ ≤−( ) * , , ;1 1Y

 
X b b Y i j k m mijkm ikm ikm ijkm k≥ − ∀ ≤ ≤ −− +( ) * , , ;1 1 1 1

Note that price breaks occur at the following sequence of quantities:

 0 0 1= < < <b b bi k i k i k m, , , , , ,
...

The unit price of ordering Xijkm units from vendor k at price level m is given 
by p b X b m m kikm i k m ijkm i k m, ( [ ]), , , ,if − < ≤ ≤ ≤1 1 .

The linearizing constraints force quantities in the discount range for a 
vendor to be incremental. Because the “quantity” is incremental, if the order 
quantity lies in discount interval m, that is, Yijkm = 1, then the quantities in 
the interval 1 to m − 1, should be at the maximum of those ranges The first 
of the two constraints also assures that a quantity in any range is no greater 
than the width of the range. The nonnegativity and binary constraint is 
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expressed as

 
X Z Yijkm k ijkm≥ ∈0 0 1; , ( , ).

The above formulations present the general structure of the Wadhwa–
Ravindran model. Interested readers should consult Wadhwa and Ravindran 
(2007) for the full exposition of the model as well as a numeric example of 
the model. Several different methods are available for solving multiobjective 
optimization problems. Wadhwa and Ravindran (2007) cover the following 
solution methods:

 1. Weighted objective method

 2. Goal programming method

 3. Compromise programming method

Weighted Objective Method

Weighing the objectives to obtain an efficient or Pareto-optimal solution 
is a common multiobjective solution technique. Under the weighted objec-
tive approach, the vendor selection problem is transformed to the following 
 single-objective optimization problem:
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where w1, w2, and w3 are the weights on each of the objectives. The optimal 
solution to the weighted problem is a noninferior solution to the multiob-
jective problem as long as all the weights are positive. The weights can be 
systematically varied to generate several efficient solutions. This is generally 
not a good method for finding an exact representation of the efficient set. It 
is often used to approximate the efficient solution set.

Goal Programming

Goal programming approach views a decision problem as a set of goals to 
be accomplished subject to a set of soft constraints representing the targets 
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to be achieved. Typical optimization techniques assume that the decision 
constraints are hard constraints that cannot be violated. Goal programming 
relaxes that strict requirement by focusing on compromises that can be 
accommodated in favor of achieving an overall improvement in the set of 
goals. The compromises are modeled as deviations from the goals. Goal 
programming attempts to minimize the set of deviations from the speci-
fied goals. The goals are considered simultaneously, but they are weighted 
in accordance with their relative importance to the decision maker. Goal pro-
gramming is a three-step approach:

Step 1: The decision maker provides the goals and targets to be 
achieved for each objective. Because the goals are not hard con-
straints, some of the goals may not be achievable. Let us consider 
an objective fi with a target value of bi. The goal constraint will be 
written as

 f x d d bi i i i( ) + − =− +

where

 di
−

 = underachievement of goal

 di
+  = overachievement of goal

Step 2: The decision maker provides his/her preference on achieving 
the goals. This can be done as ordinal (preemptive rank order), car-
dinal (absolute weights), or hybrid measure.

Step 3: Find a solution that will come as close as possible to the stated 
goal in the specified preference order. As an illustration, preemp-
tive weights are used in the model presented here. Priority order 
is assigned to the goals. Goals with higher priorities are satisfied 
before lower-priority goals are considered. For the example below, 
price is the highest-priority goal, followed by lead time, and then 
quality. The formulation is represented as shown below:

 Min Z P d P d P d= + ++ + +
1 1 2 2 3 3

Subject to
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1 1 ; ,for price goal;
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− +∑∑ 2 2 for quality goal; ,
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l X d d i jijk ijkm

mk

⋅ + − ∀∑∑ − +
3 3 for lead time goal; ,

where p1, p2, and p3 are the preemptive priorities assigned to each 
criterion.

Compromise Programming

Compromise programming (CP) is an approach that sets the identification of 
an ideal solution as a point where each attribute under consideration achieves 
its optimum value and seeks a solution that is as close as possible to the ideal 
point. Comparative weights are used as measures of relative importance of 
the attributes in the CP model. Although weights representing relative impor-
tance are used as the preference structure in CP, the mathematical basis for 
applying CP is superior to conventional weighted-sum methods for locating 
efficient solutions, or the so-called Pareto points. CP is very useful for collec-
tive decision making, such as procurement selection. It is a methodology for 
approaching the ideal solution as closely as possible within the decision sphere. 
An ideal solution corresponds to the best value that can be achieved for each 
objective, ignoring other objectives, subject to the overall constraints. Since the 
objectives are conflicting, the ideal solution cannot be achieved, but it can be 
approached as closely as possible. “Closeness,” in this regard, is represented 
by a distance metric, Lp, defined as follows:
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where the variables, f1, f2, . . ., fk, are the different objectives. The factor, 

f fi i
* ( )= min , ignoring other criteria, is called the ideal value for the ith objec-

tive. The weights given to the various criteria are the λi values. In general, 
using wi’s as the relative weights, we have the following relationship:
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A compromise solution is identified as any point that minimizes the Lp func-
tion for the following conditions:
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The compromise solution is always nondominated in the optimization 
sense. As p increases, larger deviations are assigned higher weights. For 
p = ∞, the largest of the deviations completely dominates the distance deter-
mination. For the vendor selection application, the compromise-program-
ming approach will proceed as follows:

Step 1: Obtain the ideal solution by optimizing the problem separately for 
each objective. The ideal values for each of the three objectives price, 
lead time, and quality are denoted, respectively, by p l qi i i

* * *, , .and

Step 2: Obtain a compromise solution by using an appropriate distance 
measure.

Thus, we have the following mathematical expression for the vendor selec-
tion problem:
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Typical values used for p are 1, 2, and ∞. By changing the value of the param-
eter p, different efficient solutions can be obtained from the above expression. 
Several optimization software tools are available for solving the models and 
formulations discussed above.
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8
Project Schedule Forecast and Control: 
Reliable Schedule Forecasting in Federal 
Design–Build Facility Procurement*

Introduction

Construction engineering managers participate in a multifaceted process 
riddled with technical and social pressures. According to the Accreditation 
Board for Engineering and Technology (ABET), engineering manage-
ment programs must prepare graduates to understand the relationships 
between planning, organizing, leading, and controlling (ABET Engineering 
Accreditation Commission 2010). Overall, these four tasks facilitate the struc-
turing and execution of work. In this manner, scheduling is an important 
process that network tasks in order to communicate what should happen in 
the future.

Schedules are those outputs of work structuring that link directly with 
production control. (Ballard et al. 2002)

Federal design–build (DB) facility procurement involves several factors that 
influence the scheduling process. First, government agencies must maintain 
fair and competitive bidding of DB contracts in accordance with the Federal 
Acquisition Reform Act of 1996 (Public Law 104-106) (American Society 
of Civil Engineers 2010). Consequently, public construction operates in a 
uniquely regulated acquisition environment in pursuit of transparency and 
equity. This pressures a construction schedule to provide reliable records of 
contract progress and payments.

Next, in terms of planning and project delivery methods, schedulers deal 
with more unknowns at the beginning of a DB project than a traditional 
design–bid–build process since DB contracts typically present no more than 

* Reprinted with permission from Gannon T., Feng P., and William S. 2012, Lean Construction 
Journal, 1–14. A publication of the Lean Construction Institute.



226 Project Management for the Oil and Gas Industry

35% design in a proposal. DB contracts feature concurrent development 
within the design and construction phases, which can generate technical 
and behavioral tendencies described as the “90% syndrome” and the “Liar’s 
club” that contribute to schedule degradation (Ford and Sterman 2003a, 
2003b). This is the condition of stagnating around a 90% completion plateau 
on a project and the associated behavior of hiding rework or fault in the 
hold. Although DB proponents may laud the synergy created in coupling 
processes and responsibilities under one contractor, social factors can play a 
major role in project performance. Accordingly, a 2010 construction manage-
ment literary review conducted by Xue et al. finds that success in collabora-
tive working within the construction industry predominately hinges on two 
factors: the business environment and human behavior (Xue et al. 2010).

By design, DB projects tend to shift more risk and liability to the gen-
eral contractor (GC) and potentially forego a degree of owner participation 
(Agostini 1996). In this way, DB can offer a quicker contracting solution with 
possibly less end-user coordination. Although this method may produce a 
reduction of owner control, careful schedule and cost review practices are 
measures noted to “bridge the gap” needed in federal management oversight 
between owners and contractors (Rookard-Everett 2009). Overall, the federal 
government pursues DB contracts to most expediently allocate funds and 
maximize budget execution. As such, schedule communication remains a 
critical management process.

Schedule communication fundamentally rests on the problems of plan-
ning. Production theory addresses these problems through a comparison of 
pushing and pulling methods (Spearman and Zuzanis 1992). In this research, 
pull systems reveal advantages in control and reliability for manufacturing. 
However, obstacles exist in implementing pull techniques to construction, 
especially with design components (Ballard 1999). DB construction manage-
ment may present challenges to combine the techniques to facilitate realis-
tic schedule forecasting. In order to understand what is happening on real 
projects in regard to reliable schedules, we investigated three different cases.

This research considers the following military construction projects on 
Wright Patterson Air Force Base, Dayton, Ohio:

• Project 1: DB addition/alteration of Signature Technology Laboratory 
(new construction attached to existing)

• Project 2: DB alteration of Acquisition Management and Materials 
Laboratory Facility (renovation of two separated buildings)

• Project 3: DB addition/alteration of Sensors Directorate Laboratory 
(new construction and renovation of multiple facilities)

United States Army Corps of Engineers (USACE) provides construction 
management services for nearly all Air Force construction over $750,000 
(USD). For  these observed projects, USACE uses contract specifications to 
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outline requirements of a detailed activity-based schedule. USACE mandates 
a standardization of activity codes for schedule submittals and links the pay 
application to reported progress per submittal. The initial schedule, required 
no later than 40–42 days after the notice to proceed, serves as the baseline 
for monitoring this progress (United States Army Corps of Engineers 2007). 
Thus, managing scheduled activities is USACE’s basis of maintaining con-
tractor accountability.

The question considered in the paper is: Do initial schedules specified 
in federal DB facility procurements provide reliable forecasting for project 
control?

Following a review of the objective and limitations, this paper provides 
case project descriptions to identify stakeholders, scopes, and complexities. 
We then present the research question and methods. Next, the analysis and 
results expand on our findings of schedule variance and shortfalls. The rec-
ommendation section then provides a concept to address the variance. Finally, 
the conclusions section discusses the overall schedule shortfalls and impacts.

Objective

The objective is to understand how the scheduling process performs for each 
of the three projects and identify how project change underscores schedule 
uncertainty. The metrics of total cost, total duration, and activity count allow 
us to analyze data from the initial schedules versus the subsequent schedule 
updates. These metrics illustrate the forecasting shortfalls in the activity-
based scheduling currently used in public sector construction management.

Limitations

Federal facility procurement is a massive industry for which we only exam-
ine three project case studies. This research is limited to Wright Patterson 
Air Force Base, Dayton, Ohio. The project contracts are all DB, which is most 
common for projects of this magnitude. We monitored project progress and 
scheduling issues with construction managers on an average of 2 times a 
month over the course of 14 months (September 2009–November 2010). The 
Primavera P6 XER schedule data files were available for a total 61 updates 
between the three projects combined. Human input errors inevitably exist 
in these files as well.

Case Study Project Descriptions

The prime contractor for all the case study projects is Butt Construction 
Company (BCC) with award dates between June 2008 and April 2009 after 
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competitive bidding processes. The individual project descriptions below 
are in chronological order according to award date. Coincidently, this is also 
the order of contract award price, smallest to largest, ranging from $8.5 mil-
lion to $36.2 million. The facilities are all located within a 1 km radius and 
managed by the local USACE construction services office, which is located 
within this radius as well.

The USACE and BCC management personnel vary on the three projects 
with some overlap. Following are the staffing differences and similarities for 
key positions between the projects:

• Different USACE project managers (although some overlap due to 
transfers)

• Different USACE construction management project engineers

• Different USACE quality assurance representatives

• Different BCC project managers

• Different BCC quality control and schedule managers

• Same USACE resident engineer

• Same USACE senior project controller

• Same BCC project engineer

The Department of Defense (DoD) Base Realignment and Closure (BRAC) 
2005 process spurred the funding of all three projects. These BRAC facility 
procurements each support a high-priority movement of a diverse group of 
Air Force personnel and operations upon completion. Therefore, the motive 
of construction across the projects is similar, although the end-users are dif-
ferent. The descriptions below provide further overview of each project’s 
contract requirements and challenges.

Project 1

This DB contract for the addition/alteration to the Signature Technology 
Laboratory, awarded on June 12, 2008, was $8,540,000 with an original perfor-
mance period of 540 calendar days. The contract consisted of new construc-
tion of a three-story office building attached to an existing facility along with 
new parking. In adherence to security requirements, the new building had 
no windows and entailed multiple Sensitive Compartmented Information 
Facility (SCIF) rooms. The new constructed area totaled approximately 3700 
square meters (40,000 square feet (SF)). Near the completion of the project, 
the only major contract modification included the $300,000 change order for 
finishing floor three.
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Project 2

This DB contract for the alteration of Acquisition Management and Materials 
Laboratory Facility, awarded on September 22, 2008, was $18,539,000 with an 
original performance period of 570 calendar days. This renovation entailed 
new structural, electrical, and HVAC systems for two separate buildings both 
built in the late 1920s. The acquisition management facility renovation incor-
porate about 6050 square meters (65,000 SF) of office space while the materi-
als lab was nearly 2790 square meters (30,000 SF). One of the main challenges 
was to update the buildings to the DoD Anti-Terrorism/Force Protection 
standards. This included new window, wall, and structural support designs 
to mitigate blast hazards. The materials laboratory also required special-
ized equipment and air quality standards for experimental use. The largest 
change to the contract was the addition of finishes to the bottom floor and 
office furniture installation for all three floors of office space in the acquisi-
tion management facility.

Project 3

This DB addition/alteration of Sensors Directorate Laboratory, awarded on 
April 27, 2009, was $36,212,000 with an original performance period of 690 
calendar days. The contract required new construction of an office build-
ing, storage warehouses, and sensors testing range along with eight different 
renovation areas for laboratory and office space totaling 13,750 square meters 
(148,000 SF). The project entailed integrating detailed laboratory needs into 
the final designs of the renovations and relocating personnel into temporary 
office space during construction. This expanded interface with the end-users 
created a challenge to deliver requirements and execute ongoing refinements.

Research Question and Methods

This exploratory research asks the question: do initial schedules provide reli-
able forecasting for project control? In order to understand this inquiry in 
the context of federal DB facility procurement, we first investigated the gen-
eral scheduling process used by a local USACE office. We used specifications 
and the schedule data from periodic updates to extract the details of cost, 
duration, and activities to evaluate consistency between projects.

We used comparative analysis of this schedule data to understand the vari-
ability encountered in the updating process. Our approach to capturing proj-
ect information entailed many conversations with management personnel 
from both USACE and BCC along with visits to the project sites. The core of 
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the research relies on the examination of Primavera P6 schedule files, sched-
ule narratives, contract schedule specifications, and presentations on USACE 
scheduling requirements. In the pursuit of organizing this information into 
applicable findings, we performed the following steps:

 1. Outlined and characterized scheduling process (using value stream 
mapping)

 2. Gathered schedule data

 3. Analyzed change and trends in cost, duration, and activities

 4. Identified timing of changes relative to percent schedule and design 
complete

 5. Employed qualitative root cause analysis on the changes

As described by Creswell (2003), the framework of our inquiry rests on a 
mixed method of quantitative and qualitative strategies. Using concurrent 
procedures of research, the observed schedule metrics merges with the gath-
ered observations from project managers to form an understanding of the 
overall results.

Analysis and Results

We discovered that the three projects had consistent requirements. The 
contract specifications clearly set the same expectations. However, the pro-
cess as a whole involved multiple handoffs using redundant information 
systems. The value stream map revealed a possible problem with the infor-
mation exchange for schedule updating. In this exchange, the GC first pro-
duces schedules in Primavera P6 software, but then must upload schedules 
to USACE’s Quality Control System/Resident Management System (QCS/
RMS) in order to complete a pay application. Even though the USACE project 
manager primarily uses the QCS/RMS information to verify project status, 
the GC must still submit a hard and soft copy of the Primavera P6 schedule 
file along with a schedule narrative for the review by the project controller. 
Waste, therefore, exists in the maintenance of multiple lines of schedule com-
munication. Opportunity for inconsistent data using multiple incompatible 
systems is a documented challenge (Rasdorf et al. 2009). The information and 
communication technology study conducted by Lam et al. (2010) reveals a 
similar redundancy of electronic and hard copies used by multidisciplinary 
teams throughout the construction industry (Lam et al. 2010).

In all three projects, the GC managers also meet challenges in integrating 
potential modifications or options in the schedule updates. As per the sched-
ule specifications, contract modifications cannot be included into the official 
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schedule until approved. This drives the official schedule to carry unsound 
planning of cost and activity logic in several instances. In terms of work 
execution, GC project managers commented, “we really need to keep two 
schedules: one for USACE to show no changes, and one for us to implement 
the items necessary to complete the changes and stay on schedule.” This con-
flict creates a chance to introduce waste and error in the data. The intent 
for the GC was to use the schedule as a management tool versus a report-
ing device. However, the demand to communicate compensation for unap-
proved work led to a variety of schedule approaches by both the USACE and 
BCC managers. For example, Project 1 began tracking a major change order 
on a separate schedule and later included it on the final schedule updates. 
On the other hand, Project 2 rearranged sequencing in the schedule and then 
delayed a correction of the cost loading until given approval of the change. 
Project 3 initially reported unapproved modifications on the schedule as 
floating activities without finalizing sequencing logic until USACE officially 
awarded the options. Despite the unique circumstances, the friction in devel-
oping a schedule update to acknowledge a cost incurred for an unapproved 
change is a recurring issue in each project.

Change in these projects originates from the following sources:

• Owner/USACE-driven contract modifications

• Definition and sequencing clarification/correction

• Delays from weather and material delivery

• Hidden rework from uncertainty (“Liar’s club”)

• Process learning

Further schedule analysis quantifies the amount of change incurred 
in terms of cost, duration, and activity metrics. Table 8.1 summarizes this 
analysis of the project schedule data. For all three projects, the summary 
shows a cumulative growth using each metric of cost, duration, and activity 
count when comparing the schedule updates to the initial schedule. The cal-
culation for the percentage change is total change reported in the schedule 
updates divided by the original value. For instance, the 7% total cost growth 
for Project 1 is calculated by subtracting the original contract cost ($8,540,000) 
from the last scheduled cost ($9,104,448) and dividing by the original contract 
amount ($8,540,000) and multiplying by 100. The values for original cost and 
performance period come directly from the awarded contract, whereas the 
initial number of activities originates from the initial schedule created by 
BCC in accordance with USACE schedule requirements.

Note that cost growth and duration growth are not synonymous with cost 
overrun or behind schedule, respectively. Government change in the con-
tract drives most of the variability. Meanwhile, the activity count parameter 
captures the evolving nature of the scheduled events. The increase in activ-
ity count reveals the detailing of the schedule and indicates a new formation 
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in planning and project change. Although the Lean community views this 
process of detailing as a favorable way of including production level tasks, 
the public sector maintains that the initial schedule is a contractual anchor 
point. Thus, activity count variation is problematic.

Project 1 and 2 schedules report an overall 7% and 4% increase in sched-
uled cost, respectively. Although contract modifications justify these 
increases, they are still within a feasible contingency budget estimate of 7.5% 
as predicted by a recent Air Force construction cost model (Thal et al. 2010). 
The Project 1 and 2 cost growths also fall within one standard deviation of 
another cost model of public construction developed in Jordan (Hammad 
et  al. 2010). The 41% cost increase from Project 3 is a result of cumulative 
options as well as major modifications. The schedule originally removed the 
numerous options then added them back following each official approval of 
change. At the time this case study was compiled, Project 3 was still in prog-
ress and undergoing further change in the overall scope and budget.

The positive duration growth may indicate a noncompliance to the con-
tracted performance period. However, owner modifications to the contracts 
have created extensions to the must-finish dates for all projects. Project 1 
reported an increase of nearly 160 days to complete the finishes of an addi-
tional floor. Contract changes, including office furniture and floor finishes, 
attribute for most of the growth in Project 2’s duration. Finally, the 7% 
increase in time on the Project 3 schedule is a result of executed options and 
durations linked to new activities.

Finally, activity growth seen in Table 8.1 signifies an increase in the number 
of tasks tracked in the progression of schedule updates. The table reports a 
task expansion of 31% for Project 1 and 2 and 44% for Project 3. According to 
the USACE DB contract specifications, the remaining construction activities 
are to be included with cost loading by the completion of the design phase. 
Within this time, managers can anticipate a degree of change. However, 

TABLE 8.1

Summary of Schedule Analysis

Project 1 Project 2 Project 3

Original project amount $8,540,000 $18,539,000 $36,212,000

Total % cost growth (((last scheduled total 
cost – original cost)/original cost) * 100%)

7% 4% 41%

Original performance period (cal. days) 540 570 690

Total % duration growth (((last scheduled 
total duration – original duration)/
original duration) * 100%)

29% 10% 7%

Initial number of activities 331 544 1084

Total % activity growth (((last scheduled 
activity count – original activity count)/
original activity count) * 100%)

31% 31% 44%
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timing analysis of activity change indicates that the majority of activity 
growth occurs after 100% design.

Figure 8.1 shows the amount of cumulative activity growth in relation to the 
schedule percent complete throughout the performance period. The horizon-
tal axis represents time in months after the notice to proceed. Using the left 
vertical axis as its reference, the solid line represents the schedule percent com-
plete according to the progress updates through time. The right vertical axis 
provides the reference for the cumulative activity growth graphically depicted 
by the dashed line in the figure. Together, the figure shows the relative timing 
of activity growths for each project. The activity growth in Project 1 shows an 
increase of over 80 activities in the last months of the project. These activities 
relate to the finish of floor three; however, the approval of the change order 
delayed the actual inclusion of this work in the official project schedule. The 
GC manager instead tracked the work on a separate schedule to avoid misrep-
resenting the contract. In turn, the initial schedule does not include a means to 
monitor the progress of this final phase. Consequently, the schedule exhibits a 
plateau of the schedule percent complete just below 100% for the last 6 months.

Activity count variance from the initial schedule in Project 2 occurs mostly 
before the design is complete. Even so, the cumulative growth shows another 
increase approximately 6 months after the 100% design. The GC manager also 
reports zero schedule completion for the first 5 months. This anomaly is an 
error and a result of a manual update of the schedule submittals into the USACE 
QCS program instead of tracking correctly in the P6 files. The activity growth 
is a result of both a fleshing out of the schedule during the design and incor-
porating owner changes during the contract performance. Project 2 is unique 
from the others in displaying a small drop in the growth at month 15. This 
indicates a removal of activities from the schedule. Even so, growth continues 
and the initial schedule becomes more unreliable in monitoring progress.

Finally, the cumulative schedule activity growth for Project 3 indicates 
considerable deviation from the number of activities planned in the initial 
schedule. Sixteen percent of cumulative activity growth occurs within the 
design phase. The recorded project shows an additional 29% activity growth 
after the design completes. Note that the project is still in progress and is prone 
to further changes to the activity count based on the trend. The Project 3 graph 
indicates growth in every periodic schedule update provided. Again, options 
awarded within the performance period of Project 3 help shape the changes 
of activity counts.

Despite the differences in project requirements and management person-
nel, the scheduling process is similar. Missing schedule submittals reveal 
gaps in the percent schedule complete and activity count trends seen in 
Figure 8.1. Yet the graphs still clearly present evidence that the number of 
activities increases throughout the project and that the design development 
accounts for only a fraction of this change. The growth in total activities 
requires additional effort from the GC to maintain and USACE to review. 
The upward trend of activities in all three projects indicates that schedules 
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FIGURE 8.1
Plot of comparison of percent complete and cumulative activity schedule.
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transform throughout the projects despite the establishment of a single base-
line specified in the beginning. Although this initial schedule is required 
within the first 2 months, these DB contracts do not reach 100% design until 
the 8–11 month point. Moreover, a third or more of the activity growth occurs 
months beyond the 100% design. Consequently, these project schedules 
appear dynamic in the attempt to capture unexpected modifications through-
out the performance period.

Recommendation

Given the unintended dynamics observed in activity-based scheduling, our 
recommendation is to change specifications in federal facility procurement 
contracts in pursuit of more reliable forecasting. The goal is to allow a sched-
ule to adjust according to expected uncertainty while maintaining control. 
As seen in the cone of uncertainty in Figure 8.2, the variability early in a DB 
project at 35% design is much greater than later at 100% design.

The target finish date on the horizontal axis acts as a surrogate for any 
target schedule metric such as cost, duration, or activity count. Thus, when 
a design is only at 35%, a project manager can expect the variability around 
a target metric to be large. Based on the case studies, the accuracy of the ini-
tial schedule at roughly 35% design ranges 4–44% depending on the metric. 
However, as more design is completed, the cone narrows shaping a reduc-
tion in the level of project uncertainty. In the cases explored, the schedules at 
the 100% design mark show a reduction of 50% in the variability. Production 
changes still occur due to unexpected planning and this needs to be known 
and worked by all stakeholders.

Finish date variability

Target finish data

% Design
complete

100%

35%

FIGURE 8.2
Cone of uncertainty.
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The timing in establishing a phase baseline determines the amount of 
uncertainty the schedule will carry and potential for rework in actual activ-
ity execution. Accordingly, Feng et al. (2008) demonstrate how rework tim-
ing affects a project as a whole; by delaying final plan and work in order to 
resolve unknowns, the overall time required for negative rework decreases.

As a foundation to the change, production theory and lean thinking offers 
an innovative perspective to the construction industry by promoting a 
simultaneous adherence to the principles of transformation, flow, and value 
(TFV) (Koskela 1992; Ballard 2000; Ballard et al. 2002). In particular, the Last 
PlannerTM System (LPS) focuses on these TFV goals to provide production 
control in the scheduling process (Ballard and Howell 1998, 2003; Ballard 
2000). LPS also embodies a “management by means” foundation of thought 
by addressing internal goals and metrics through “percent planned com-
plete” of weekly work (Kim and Ballard 2010). Kim and Ballard discuss how 
the LPS concept thus better suits an operational level of work such as the 
daily construction management endeavors where “each task is highly inter-
dependent.” LPS incorporates four levels of planning as seen in Figure 8.3.

Using these four levels or planning, management can structure work using 
the most recent information and provide reliable workflow with pull tech-
niques and active conflict resolution. Planning therefore integrates changes 
into the schedule updates. As the time of execution nears, details explode 
and the basis for measured progress is a current set of promises or goals. The 
Last Planner system provides an alternative scheduling method applicable 
to the public sector but must be carefully implemented in DB projects.

Master scheduling: Sets phase milestones, special benchmarks, and long lead items

Span: Entire project

Span: Different phase lengths

Span: 2–6 weeks

Span: 1 week

Lookahead planning: Spans a horizon of two to six weeks into the future and makes work ready by
removing constraints and identifying responsibility

Phase scheduling: Uses collaborative planning to detail phase activities backward from the milestones
and determines handoffs and resources

Commitment planning (weekly work plans): Designate assignments, measure
percent plan complete (PPC), identify failure root causes, and learn

FIGURE 8.3
Alternate levels of schedules.
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More specifically, our recommendation involves using relational contract-
ing to establish progressive phase schedules aimed at target value designs. 
Relational contracting provides a way to share risk and commitment through 
strategies of target value design, collaboration, holistic thinking, and learn-
ing (Lichtig 2005). In this way, the schedule specifications could still call for 
a master schedule to provide a target value design and needed end-date and 
important milestones to the end-user. The master schedule is the skeleton 
of the baseline. However, the payouts to GCs coincide with progress in the 
more flexible set of phase schedule baselines that correspond with the devel-
opment of the design and execution planning. The GC would withhold phase 
schedules until the design approvals at 65%, 95%, and 100% and develop 
progressive phase baselines aimed to include all changes in the early stages. 
In doing so, we defer more decisions until the last responsible moment and 
consequently strengthen the reliability of the schedule for the remainder of 
all planning, organizing, leading, and controlling tasks in management.

Several obstacles still exist in a progressive baseline approach. Without 
the correct incentives and contractual conditions, liability and transparency 
are a concern for the government. The perceived risk is higher if the gov-
ernment accepts an incomplete or flexible-type schedule in the beginning 
of the project. The transformation of the phased baseline schedules could 
provide GCs with an opportunity to make unaccounted changes. Yet, the 
implementation of the bottom tiers of the lookahead and commitment plan-
ning offers the connective tissue most important to the monitoring of the 
plans and production. Scheduling, in this way, becomes a pull system con-
trolled by the production team to support the hard constraints of the project. 
Contractual completion dates can therefore be set while internal execution 
is more fluid. The four levels of schedules used together reinforce the trust 
and learning needed to execute positive control and ultimately provide more 
reliable forecasting.

Conclusions

Uncertainty challenges construction managers throughout the scheduling 
process. The initial activity-based schedules from the case study projects 
reveal shortfalls in forecasting:

• Final project cost

• Final project duration

• Total activity count

The growth in these metrics indicates that uncertainty in the beginning of 
the projects is unavoidable. Although creating a baseline early may establish 
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an indicator of project plan and scope, the encountered modifications can 
quickly deem the efforts obsolete. Since change happens, it should be incor-
porated progressively. The activity growth in particular warrants concern of 
GC managers since USACE expects them to justify deviation from the initial 
schedule and convey positive control. The schedule specification mandates 
a submission of reasoning and solution with any behind-schedule activities 
(United States Army Corps of Engineers 2007). Accordingly, the added work 
of explaining reported activities does not contribute to any of the lean goals 
of transformation, flow, or value.

Pursuing lean goals in public facility procurement could make a major 
impact on the entire construction industry.

Although initial activity-based schedules seemingly provide a comprehen-
sive and networked plan in which to monitor project progression, a different 
approach to capture change appears necessary. Detailing work breakdowns 
and critical paths in the beginning of the project does not provide a reli-
able baseline. If the project does use initial schedules as baselines, change 
disturbs efforts to monitor realistic outputs. In this way, updates deviating 
from the baseline schedule require continual justification. At the same time, 
known contract changes cannot be included in the schedule until official 
approval, which pushes the uncertainty into the future. Ultimately, the 
scheduling required by USACE only facilitates as supporting documentation 
for payment applications but is misaligned for project control.

Balancing the financial investments and risks of a facility project against 
the progression of completed work is a key management mechanism for 
those overseeing federal procurement. On the other side, general contrac-
tors are obliged to show a plan to accomplish work and receive compen-
sation through an initial schedule. However, if the initial schedule fails as 
a suitable baseline because of change, change ought to be integrated into 
project management from both sides of the contract. Together, the govern-
ment and contractors can work to pull scheduling into place rather than 
push. Since the unknowns for DB projects are unavoidable, the four-tiered 
planning approach of the Last Planner system may provide the only viable 
option. At the least, schedule specifications need to acknowledge a demand 
for a progressive baseline that responds quickly to change. Overall, control-
ling uncertainty can provide more reliable schedule forecasting and project 
control.
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9
Multiattribute Drilling System Selection*

This chapter is an application case study of a methodology to select opti-
mal onshore environmentally friendly drilling (EFD) systems at Green Lake 
near McFaddin, Texas. The chapter describes sensitivity analysis procedures, 
which will help decision makers examine the robustness of the optimal solu-
tion to changes in input parameters in system selection decisions, where the 
system is made up of components (drilling technologies) that can be com-
bined in many different ways. Two different sensitivity analysis techniques 
are presented. One is a sensitivity analysis for weighting factors of each 
attribute and the other is a sensitivity analysis for uncertainty of the overall 
attribute inputs.

Introduction

Input data used in multiattribute decision making (MADM) problems are 
often perceived to be imprecise by decision makers because they are gener-
ally based on expert assessments. Because of this, the results of a MADM 
model tend to not be fully trusted by decision makers due to the inherent 
uncertainty. As a result, an important step in many applications of MADM 
is to perform a sensitivity analysis on the input data to help decision mak-
ers understand how in which regions of the input data space they can be 
most confident in the recommended decisions and where improved input 
information is most needed. Earlier work by the authors developed a multi-
attribute decision model for helping decision makers select an optimal oil 
and gas drilling system for a specific site with the objective of balancing 
environmental burden, public opinion, and drilling cost (herein, a system is 
defined as a particular drilling set of technologies). In this chapter, we build 
from this previous work to show how a sensitivity analysis can be conducted 
for this type of problem.

Two different approaches for conducting a sensitivity analysis for selection 
of onshore EFD systems are presented in this chapter. Sensitivity analysis 
for multiattribute utility problems can be categorized based on the number 

* Reprinted with permission from Yu, O.-Y., Guikema, S., Briaud, J.-L., and Burnett, D. 2012, 
Sensitivity analysis for multi-attribute system selection problems in onshore environmen-
tally friendly drilling (EFD), Systems Engineering, 15(2), 153–171.
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of times an optimization routine needs to be run to analyze sensitivity [1]. 
If various individuals have distinct weight combinations for multiattribute 
utility problems, each combination could be given as a discrete weight com-
bination to the optimization routine and any resulting change in the technol-
ogy selected would indicate sensitivity to an individual’s choice of weight 
combination. In this case, not only do relatively few optimization need to 
be run, but also relatively little postprocessing of the optimization results is 
needed to evaluate sensitivity [1]. The sensitivity analysis for discrete weight 
combinations of multiattribute utility problems has been addressed many 
times in the literature. Call and Merkhofer [2], for example, developed one 
approach to sensitivity analysis using predefined weight combinations (i.e., 
high and low for each attribute).

On the other hand, if decision makers do not feel confident enough in 
their assessments to specify precise values, uncertainties in input param-
eters such as the weights of each attribute in multiattribute utility problems 
can arise. In this case, the proper values can lie anywhere within a possibly 
wide range of values specified by the decision makers. For this type of sen-
sitivity analysis, multiple optimizations need to be run and the breakpoints 
in the resulting recommended decisions become important. In this chapter, 
for example, the breakpoints where the optimal drilling systems change are 
very important aspect. This type of sensitivity analysis is more difficult and 
time consuming than discrete sensitivity analysis. Less research has focused 
this type of sensitivity analysis in the literature than for the discrete sensitiv-
ity analysis.

This chapter focuses on extending the types of sensitivity analysis that 
can be conducted for MADM problems. Yu et  al. [3,4] developed a sys-
tem evaluation protocol to incorporate a number of current and emerging 
onshore EFD technologies into an optimal drilling system by minimizing 
cost and environmental impact, and by maximizing public perception. 
They also conducted a case study at Green Lake at McFaddin in Texas to 
illustrate the applicability of their approach. This chapter introduces the 
case study conducted by Yu et al. [3,4] and demonstrates methods for con-
ducting a sensitivity analysis for multiattribute system selection problems 
in onshore EFD.

Green Lake Case Study for System Selection Problems

Yu et al. [3,4] introduced the use of multiattribute utility theory to develop a 
quantitative decision tool for helping decision makers select an optimal drill-
ing system for a specific onshore oil and gas drilling site, properly balanc-
ing the inherent trade-off among cost, environmental impacts, perceptions, 
and safety based on a formal quantification of preferences. The proposed 
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decision model has been developed over the last 5 years as part of a com-
prehensive academic–industry program funded by the U.S. Department 
of Energy (DOE) and Research Partnership to Secure Energy for America 
(RPSEA) to integrate the key drilling phases [5]. Many subject matter experts 
from the oil and gas drilling community, including commercial vendors 
and consultants familiar with the currently available drilling technologies, 
have assisted in the development of a more reasonable and practical deci-
sion model through a series of individual and group meetings and technical 
workshops. In this chapter, we focus on the sensitivity analysis aspects of 
this same problem and case study.

For the Green Lake case study, it is assumed that an independent opera-
tor is to drill a well on their lease in South Texas in an environmentally 
sensitive wetland area. The lease extends to the center of Green Lake on 
the McFaddin Ranch. The formation target is the upper Frio sand [6] at 
approximately 8500 ft in vertical depth. This section describes the results 
of the case study that provided a logical and comprehensive approach that 
balanced the trade-offs between the economic and environmental goals 
of both the landowner and the oil company leaseholder. The step-by-step 
procedures to arrive at the optimal drilling system for the site are fully 
described by Yu et al. [3,4].

Identify Main Subsystems, Subsets, and Available Technologies 
within Each Subset

The system selection approach proposed by Yu et al. [3,4] includes four main 
“subsystems” (site access, drill site, rig, and operation) and 13 subsets that 
have been previously identified through EFD operations (see Figure  9.1). 
A  drilling technology selection example is also presented in Figure 9.1, 
where technologies indicated within circles through the subset tables rep-
resent one example of a possible drilling system. Yu et al. [3,4] developed an 
approach to evaluate all possible combinations of technologies to find the 
optimal drilling system for a given site on the basis of elicited preferences 
over a range of attributes. Three different systems are prespecified by EFD 
experts in order to identify possible drilling technologies for this case study 
as given in Table 9.1. Figure 9.2 briefly illustrates the total possible number of 
systems used in this case study.

Define Attributes and Attribute Scales

In this case study, nine attributes and the corresponding scales are consid-
ered for the selection of the EFD system as shown in Figure 9.3. An attri-
bute is defined as one of the parameters considered in the evaluation of the 
system (e.g., cost, footprint, emission, perception, and safety). Each attribute 
has an attribute scale used to score the technology on how well it meets 
the objective for this attribute (e.g., minimizes cost, footprint, emission, and 
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maximizes positive perception and safety value). In order to evaluate avail-
able technologies against each attribute, attribute scales that explicitly reflect 
the impacts on the system selection process are needed [7]. The nine attri-
butes considered in this case study are briefly described below. These are the 
same attributes used in Yu et al. [3,4].

 1. Total cost (x1): The total expenditure in dollars during the drilling 
operation.

 2. Footprint (x2): The total land area used by the entire drilling process.

1. Transportation: 

• Conventional diesel
   truck

• Low sulfur diesel 
 truck w/noise
 suppressor  

• Rolligon

3. Site preparation:

• Gravel pad 

• Composite mat 

• Module + driven piles 

4. Rig type:

• Conventional old rig

• Rapid rig  

• LOC250

Environmentally friendly onshore
oil and gas drilling system  

1. Access 2. Drill site 3. Rig 4. Operation

5. Conventional rig
     power:

• Internal combustion

• Gas turbine

• Lean-burn natural
 gas engine  

6. Fuel type:

• Diesel

• Low sulfur diesel

• Natural gas

7. Unconventional rig
     power:

• Power from grid

• Wind turbine

• None

8. Energy storage
     device:

• Flywheel

• Battery

• None

10. Drilling fluid
       type: 

• Oil-based mud 

• Water-based mud 

• Synthetic-based mud 

11. Waste
      management:  

• Closed loop +
 container 

• Open reserve pit 

• Lined reserve pit 

12. Cuttings
       treatment: 

• Bioremediation 

• Cutting injection  

• Evaporation and
   burial onsite 

9. Drilling:

• Conventional
   overbalanced 

• Underbalanced  

• Managed pressure

Notes: 

( ): Subset numbers 

: Available technologies 

2. Road construction:

• Board road

• Gravel road

• Composite mat

13. Noise reduction
       facility:

• Construct a building

• Construct a wall

• None

Subsystems 

FIGURE 9.1
An example of the EFD system selection.
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 3. Emissions of air pollutants (x3): Emissions of three air contaminants 
(i.e., CO, NOx, and PM). The relative importance of these contami-
nants is CO (20%), NOx (40%), and PM (40%) as shown in Table 9.2, 
which shows an example of how to calculate the  overall air emission 
score for each technology. First, we estimate the actual emissions 
level for each of the three contaminants in pounds per operating 
hour. Second, in order to get an overall air emission score for each 
technology, we transform each contaminant  emission rate into a 
nondimensional score (normalization) between 0 and 1 using the 
proportional scoring approach, (x–worst score)/(best score–worst 
score). In this calculation, the best and worst scores should be 
obtained among all possible technologies that could be used. Finally, 

TABLE 9.1

Prespecified Drilling Systems

Subsets

1. Conventional 

Drilling

2. Moderately 

Improved Drilling 3. EFD in 5 Years

1. Transportation Conventional 
diesel truck

Low-sulfur diesel 
truck w/noise 
suppressor

Low-sulfur diesel 
truck w/noise 
suppressor

2. Road construction Gravel road Composite mat Composite mat

3. Site preparation Gravel pad Composite mat Aluminum modules + 
driven piles

4. Rig type Traditional older 
rig

Rapid rig LOC250 (CWD)

5.  Conventional 
power

Internal 
combustion 
engine

Internal combustion 
engine w/SCR, 
w/noise suppressor

Lean-burn natural gas 
engines w/noise 
suppressor

6. Fuel Conventional 
diesel

Low-sulfur diesel Natural gas

7.  Unconventional 
power

None Electric power from 
grid (10%)

Electric power from 
grid (30%)

8. Energy storage None Flywheel Flywheel

9. Drilling technology Conventional 
overbalanced 
drilling

Underbalanced 
drilling w/noise 
suppressor

Managed pressure 
drilling w/noise 
suppressor

10. Fluid Water-based 
muds

Water-based muds Water-based muds

11.  Waste 
management

Lined reserve 
pit + solid 
control 
equipment

Closed 
loop + containers +
solid control 
equipment

Closed 
loop + containers + 
solid control 
equipment

12.  Cuttings 
treatment

Cuttings injection Cuttings injection Chemical fixation and 
solidification (CFS)

13.  Noise reduction 
facility

None None None
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we calculate the overall air emission score of a technology as ∑kiui, 
where ki is a weight factor for each air contaminant and ui is a non-
dimensional score for each contaminant.

 4. Emissions of solid and liquid pollutants (x4): The ordinal scale as 
constructed in Table 9.3.

 5. Emissions of noise (x5): The 8-h time-weight average sound level 
(TWA) given in decibels.

 6. Perception of government regulators (x6): The ordinal scale as con-
structed in Table 9.4.

1. When “Diesel engine” is selected as a conventional power generation

Subsets

Subsystems

Π1. Access 2. Drill site 3. Rig 4. Drilling

1. 2 4** 3 3 72

2. 3* 2*** 1 6

3. 2 2 4

4. 1 2 2

5. 1 1 1

Π 3456

2. When “Natural gas engine” is selected as a conventional power generation

Subsets

Subsystems

Π1. Access 2. Drill site 3. Rig 4. Drilling

1. 2 4** 3 3 72

2. 3* 1 1 3

3. 1 2 2

4. 1 2 2

5. 1 1 1

Π 864

∴  Total number of possible systems 
within 1 power allocation scenario

= 3456
864

Σ 4320

4 different power scenarios (0, 10, 20, 30% of unconventional power) were considered.

∴ Total number of iterations = 4 × 4320 = 17,280

*2 options of composite mat (rent and buy); **2 options of composite mat (rent and buy); 
***2 types of diesel engines

FIGURE 9.2
Total number of possible systems used in this case study.
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 7. Perception of industry as decision maker (x7).

 8. Perception of the general public (x8).

 9. Safety value (x9).

 10. The ordinal scales of x7 through x9 are similar to x6 [3,4].

Assign Scores to All Technologies Using the Attribute Scales

In order to evaluate available technologies in terms of the nine attributes (i.e., 
x1 through x9), EFD subject matter experts’ inputs, basic assumptions, and 
other references are used.

Figure 9.4 shows the basic assumptions used in this case study and key 
input variables that affect the input values of technologies. The influence 

TABLE 9.2

An Example of Air Emission Score Calculation

Unit

0.2 0.4 0.4

Technologies CO NOx PM

Overall 

Score

Internal combustion 
engine

(lb/MWh) 6.2 21.8 0.78 0.118

(lb/h)/unit 6.200 21.800 0.780

(lb/h)*portion 6.200 21.800 0.780

(lb/operating) 1339.200 4708.800 168.480

U-value 0.588 0.000 0.000

Internal combustion engine 
w/SCR, w/noise 
suppressor

(lb/MWh) 6.2 4.7 0.78 0.431

(lb/h)/unit 6.200 4.700 0.780

(lb/h)*portion 6.200 4.700 0.780

(lb/operating) 1339.200 1015.200 168.480

U-value 0.588 0.784 0.000

Lean-burn natural gas 
engines w/noise 
suppressor

(lb/MWh) 5 2.2 0.03 0.878

(lb/h)/unit 5.000 2.200 0.030

(lb/h)*portion 5.000 2.200 0.030

(lb/operating) 1080.000 475.200 6.480

U-value 0.668 0.899 0.962

Power from grid (lb/MWh) 0 0 0 1.000

(lb/h)/unit 0.000 0.000 0.000

(lb/h)*portion 0.000 0.000 0.000

(lb/operating) 0.000 0.000 0.000

U-value 1.000 1.000 1.000
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diagram for the drilling site shown in Figure 9.5 should be considered before 
estimating attribute scores of technologies because attribute scores of a tech-
nology can be dependent on key influence variables described in Figure 9.4. 
For example, different rig type causes the variation of total drilling time 
and the total drilling time varies the total cost of technologies within many 
subsets.

Calculate the Overall Attribute Score for Each Attribute

As given in Yu et al. [3,4], after each technology is evaluated in terms of the 
nine attributes, for each attribute, the overall attribute score of a system is 
calculated by adding the technology scores of the system or selecting the 
minimum technology score of the system. The overall scores of cost (x1), 
footprint (x2), and emissions (x3 through x5) are calculated by summing the 
scores of technologies selected within each subset as shown in Equation 
9.1. The overall scores of perceptions (x6 through x8) and safety (x9), how-
ever, are calculated by choosing the minimum score among technologies 

TABLE 9.4

Draft Attribute Scale for Government Perception

Description Perception Score

Strongly support. All parties will encourage its use and are 
willing to appropriate funds for the cause. 

1.00

Moderate support. There is interest from a majority. Its use will 
be encouraged, but funds will not be appropriated.

0.75

Neutrality. All parties are indifferent. There is no resistance, 
but there is also no help.

0.50

Moderate opposition. Some resistance from the majority. Its use 
may be discouraged, but fines or restrictions will not be 
imposed.

0.25

Strong opposition. Strong resistance to its use from all parties. 
Restrictions or fines will be set up to eliminate this option.

0.00

TABLE 9.3

Draft Attribute Scale for Solid and Liquid Emission

Waste Management 

Technologies Cuttings Treatment

Solid/Liquid 

Emission Score

Closed loop Cutting injection 1.00

— Bioremediation, composting, in situ vitrification, 
land spreading, plasma arc, microwave technology 

0.75

Lined reserve pit Thermal desorption 0.50

— Chemical fixation and solidification 0.25

Open reserve pit Evaporation and burial onsite 0.00
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selected within each subset as shown in Equation 9.2 because it is sug-
gested that perception and safety values should be considered on the sys-
tems level and not on the individual technology level. The overall score on 
the ith attribute (Xi) is

 

X x y x x ii i n n

n

N

= =
=
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(9.1)
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(9.2)

where n is the index for possible technologies, N is the number of possible 
technologies, i is the index for the attributes, xi,n is the score of the nth tech-
nology on the ith attribute, and yn is a binary decision variable that is one if 
the nth technology is selected, and zero if it is not.

The constraints on the optimization route are

 

yn

n

M

=
=

∑ 1
1

for each subset except subsets 7  8  and 13( ), ( ), ( )

 

(9.3)

Basic Assumptions

• Power consumption (peak):
• Access road width:
• Access road length:
• Width of drilling site:

• Length of drilling site:

1 MW
25 ft (2 lanes)
1 miles
350 ft (conventional rig + pad)
300 ft (compact rig + pad)
200 ft (conventional rig + modules + piles)
150 ft (compact rig + modules + piles)
350 ft (conventional rig + pad)
300 ft (compact rig + pad)
125 ft (conventional rig + modules + piles)
100 ft (compact rig + modules + piles)

Key Influence Variables

• Transportation type:
• Rig type:
• Engine type:
• Drilling type:
• Noise reduction type:
• Proportion of unconventional power:
• Resale value:
• Drilling time:
• Move/rig up:
• Number of wells:

Conventional diesel truck
LOC250 (CWD)
Internal combustion engine
Conventional overbalanced drilling
N/A
30.0%
80.0%
9.0 days
1.0 days
1 wells

FIGURE 9.4
Basic assumptions and key influence variables.
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where n is the index for possible technologies, M is the number of possible 
technologies within each subset, and yn is a binary decision variable. This 
constraint ensures that only one technology will be selected for each subset 
except subsets (7), (8), and (13) because subsets (7), (8), and (13) are optional 
(see Figure 9.1). In this case study, for example, the range of unconventional 
power usage is varied from 0% to 30% of total power usage, so if it is decided 
not to use an unconventional power generation technology (subset (7)), an 
energy storage device (subset (8)) is also not considered as a possible subset. 
More detailed constraints for each subsystem can be found in Yu et al. [4].

Develop a Utility Function for Each Attribute

Figure 9.6 shows an example of single-attribute utility function curves used 
in this case study. These are the same utility functions used in Yu et al. [3,4]. 
A utility function is a relationship between the dimensional attribute score 
(e.g., $, acres, and grades) and a nondimensional number (between 0 and 1) 
that captures decision maker preferences. The utility function is used to 

12.
Cuttings

treatment

10.
Fluid

11. Waste
management

5. Conventional
rig power

7. Unconventional
rig power

8. Energy
storage

13. Noise
reduction

facility2. Road
construction3. Site

preparation

1. Transportation

4. Rig type

Drilling depth

9. Drilling
technology

Drilling time

Optimal drilling
system

6. Fuel

FIGURE 9.5
 Influence diagram for the drilling site of the case study.
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transform all scores into nondimensional values between 0 and 1. This 
allows the decision maker to make the overall attribute score for each attri-
bute uniform and comparable.

In situations with multiple evaluation attributes, the term “utility func-
tion” is used in the literature to mean a function that encodes trade-offs 
among the multiple evaluation attributes when either (1) uncertainty is not 
formally modeled with probabilities, or (2) uncertainty is formally modeled 
with probabilities and expected utility is used as the decision criterion. We 
do not formally model uncertainty with probabilities in this chapter. What 
we call a utility function is sometimes called a value function [7]. In this 
study, the general shapes of the utility function for each attribute are linear 
with the exception of the noise attribute. It is very important, before proceed-
ing, to do consistency checks on the reasonableness of the shape of the util-
ity functions [7]. Once each single-attribute utility function ui(Xi) is derived 
for its attribute measure, these individual utility values are combined into a 
final utility value. The multiattribute utility function with the additive form 
used in this case study is shown in Equation 9.4 [8].

 

U X X X U u X u X u X

k u X k u X

( , , , ) , , ,( ) ( ) ( )
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1 2 9 1 1 2 2 9 9
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(9.4)

where ui(Xi) is the utility of the ith attribute scaled from 0 to 1, and ki is the 
weighting constant for the ith attribute.

Decide on a Weight Factor for Each Attribute

Formally, the weight combination represents the trade-offs between the 
utility of the different attributes [9]. In general, weight factors are elicited 

1

0.8

0.6

0.4

0.2

0
0.7 1.2

X1 = Total cost ($ M) X5 = Noise emission (TWA)

1.7 2.2 350 400 450 500

1

0.8

0.6

0.4

u
5

u
1

0.2

0

FIGURE 9.6
An example of single-attribute utility function curves.
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from a decision maker. For this case study, the base-case weight factors were 
assessed by two EFD experts who participated in this research as shown 
in Table 9.5. The weight factors can be assessed by different methods. For 
example, using a series of trade-offs between different attribute levels can be 
used for a problem with small numbers of attributes [10]. Another procedure 
is to assign points to each attribute in proportion to its relative importance 
within the level of the hierarchy. In this study, direct scoring procedure was 
used. Two experts were asked to order the attributes from the most impor-
tance to the least importance for the Green Lake case study and then to 
assign score to each attribute within the summation of one. In summary, 
according to the fundamental objectives hierarchy and attributes (see Figure 
9.3), it is assumed that the experts determined that a unit increase in utility 
in the cost objective and the environmental impact objective is eight times 
as important as a unit increase in utility in the safety objective, and a unit 
increase in utility in the perception objective is three times as important as 
a unit increase in utility in the safety objective. This implies weights of 0.40, 
0.40, 0.15, and 0.05 for each objective. The experts also determined that a unit 
increase in utility in the footprint attribute (x2) is three times as important as 
a unit increase in utility in each emission attribute (x3 ~ x5). Moreover, they 
determined that the weights of the three emission and perception attributes 
(x3 ~ x6 and x6 ~ x8) are evenly distributed.

The overall base-case weight for the each attribute can be calculated 
by multiplying its within-objective weight by the weight on the objective 
it describes above. For example, since a three to one level of importance 
between footprint attribute (x2) and each emission attribute (x3 ~ x5) implies 
3/6, 1/6, 1/6, 1/6 weightings, respectively, the overall weighting for the foot-
print (x2) and air emission (x3) attributes are given by

 Footprint weight 4 3/6) 0 2= = ( . ) ( .0 ×  (9.5)

 Air emission weight 4 1/6 2/3= × =( . ) ( ) .0 0  (9.6)

TABLE 9.5

Assigned Weight Factor for Each Attribute (Base Case)

Attributes Weights

Total cost (x1) 0.40

Footprint (x2) 0.20

Air emission (x3) 0.20/3

Solid/liquid emission (x4) 0.20/3

Noise emission (x5) 0.20/3

Government perception (x6) 0.05

Industry perception (x7) 0.05

Public perception (x8) 0.05

Safety (x 9) 0.05
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The overall weights for other attributes are similarly calculated and  presented 
in Table 9.5.

Find the Best System

As given in Yu et al. [3,4], the exhaustive search optimization model for the 
system selection problem with nine attributes and the weight factors given in 
Table 9.5 is used to find the base-case optimal drilling system.

Figure 9.7 shows the final utility value of the best drilling system as well as 
the overall attribute scores of each attribute. It is noted that attribute scores 
are not evaluated for the empty cells because those attribute scores are not 
relevant to the particular subsets, or because these are already included in 
technologies within other subsets. After the optimization scheme has given 
the “best” system, a sensitivity analysis should be conducted to help the 
decision maker understand how robust the best system is to changes in the 
input parameters such as attribute scores and weight factors. Conducting 
a sensitivity analysis for the system selection process is an important step 
because it can give an idea of the range of weights over which certain sys-
tems should be selected for a specific site [11].

Sensitivity Analysis for Weight Factors of Each Attribute

The first step in conducting a sensitivity analysis is to examine discrete com-
binations of input values. For example, these inputs represent the weight 
factors, single-attribute utility functions, or the attribute scores assessed 
by different individuals [1]. A sensitivity analysis for different weight com-
binations is presented in this section. Four different weight scenarios (i.e., 
different points of view) are defined by EFD experts as shown in Table 9.6, 
the optimization routine is run for each weight combination, and then the 
results are compared as shown in Table 9.7. Table 9.6 shows that each weight 
combination includes five weight components (W1 ~ W5), and it is noted that 
three emission attributes (x3 ~ x5) and three perception attributes (x6 ~ x8) are 
grouped in W4 and W5, respectively. Each of those weight combinations rep-
resents a different point of view for the EFD technology selection problem. 
In this step, the change in the final utility score of the optimal system is not 
a good sensitivity measure because the final utility score directly depends 
on the input parameters being used and there are also many uncertainties 
in those input values. Instead, it is suggested to look at the changes in the 
technologies selected for the optimal system because this is the decision that 
is of most interest to the decision makers.

A sensitivity analysis for uncertainty in the weight combinations is 
also conducted in this case study. This includes uncertainties in what the 
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Weights (Σ = 100% ∴ O.K!)

40% 20% 6.667% 6.667% 6.667% 5% 5% 5% 5%

Selected Technologies in Each Subset
Total 

Cost ($)

Ecological 

Footprint 

(Acres)

Emissions Perceptions
Safety 

Value
Air

Solid and 

Liquid

Noise 

(TWA) Gov. Ind. Public

1.  Transportation: Low sulphur diesel truck 
w/tier III engine, w/noise suppressor

1.000 0.500 1.000 0.750

2. Road construction: Composite mat (rent) $147,840 1.515 0.976 64.696 1.000 0.500 1.000 1.000

3. Site preparation: Composite mat (rent) $100,800 1.033 0.984 62.356 0.750 0.750 0.750 1.000

4. Rig type: LOC250 (CWD) $173,800 0.985 60.366 1.000 0.500 1.000 1.000

5.  Rig power (Conventional): Lean-burn 
natural gas engines w/noise supperssor

$70,354 0.918 85.603 1.000 0.500 1.000 0.750

6. Fuel type: Natural gas $25,650 1.000 0.500 1.000 0.750

7.  Rig power (Unconventional): Electric power 
from grid (10%)

$3840 0.000 1.000 0.000 0.500 1.000 1.000 1.000

8. Energy storage: Flywheels $30,000 0.000 0.500 1.000 1.000 0.750

9.  Drilling tech.: Underbalanced drilling 
w/noise supperssor

$184,500 95.700 0.750 0.750 0.750 0.750

10. Fluid type: Water-based muds $47,970 1.000 1.000 1.000 1.000

11.  Waste mgmt.: Closed loop
 + containers + solid control equip.*

$27,000 0.000 1.000 1.000 0.500 1.000 0.750

12. Cuttings mgmt.: Cuttings injection $45,000 1.000 1.000 0.500 1.000 0.750

13. Noise reduction facility: N/A

Overall attribute scores (Σ or minimum value) $856,724 2.548 4.863 2.000 368.721 0.500 0.500 0.750 0.750

Single attribute utility values 0.931 0.764 0.986 1.000 0.998 0.500 0.500 0.750 0.750

∴ Multiattribute utility value = 0.849

* Solid control equipment includes shakers, possibly cone centrifuge, desander, desilter, cuttings dryer, and perhaps decanting centrifuge.

FIGURE 9.7
Final utility score of the best system. 

0.849
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proper weight combinations are for the EFD technology selection problem. 
In order to generate the combinations of weights required to conduct this 
sensitivity analysis, upper and lower bounds on the parameters need to be 
assessed. This can be done by asking project staff members and decision 
makers for absolute bounds for each attribute weight (i.e., the highest and 
lowest), or by asking for probabilistic bounds (e.g., the 95th and 5th percen-
tiles of a probability distribution for each attribute weight) [1]. In this case 
study, the lower and upper bounds of each weight component (W1 ~ W5) are 
assigned between zero (the possible minimum weight) and one (the possi-
ble maximum weight) as shown in Table 9.8. This is primarily because of a 
lack of expert assessment of this part of the process. Notice that the weights 
of attributes included in W3 and W4 are always evenly distributed in this 
study. Based on the ranges provided in Table 9.8, this study enumerates all 
possible weight combinations within these bounds that summed to one in 
increments of 0.1. Since the weights must sum to one (the standard normal-
ization technique used in decision analysis), as one weight increases, the 
others must decrease. In this case study, as W1 increases, the other weights 
(i.e., W2, W3, W4, and W5) decrease by the ratio of the weight combination 
shown in Table 9.6. For example, the weight of the cost attribute can be 
changed from the initially assigned value of 0.60 in the first set of weights 
(Weight No. 1) given in Table 9.6. The weights of the other attributes are 
changed proportionally once the weight of the cost attribute varies. The 
total number of weight combinations for further consideration is about 410 
in this sensitivity analysis.

Deciding on the number of combinations of weights being used in a 
sensitivity analysis usually involves a trade-off between increased com-
putational time for the analysis and the potential for increased modeling 
accuracy. This trade-off needs to be made on a case-specific basis [1]. Once 
the combinations of input parameters are defined, the optimization routine 
is performed for each combination. This has the potential to consume sig-
nificant time in the process, especially for problems where a large number 
of technologies are considered. In this sensitivity analysis where weights 
are varied, 12 different drilling systems are selected as the optimal sys-
tems for at least one of the weight combinations being considered. Table 9.9 

TABLE 9.6

 Weight Combinations Used in the Sensitivity to Point of View Analysis

Weight 

No.

Cost 

(W1)

Footprint 

(W2)

Emissions (W3) Perception (W4) Safety 

(W5) NoteAir S/L Noise Govt. Ind. Public

1 0.60 0.25 0.05/3 0.05/3 0.05/3 0.05/3 0.05/3 0.05/3 0.05 Conventional

2 0.40 0.20 0.20/3 0.20/3 0.20/3 0.05 0.05 0.05 0.05 Base case

3 0.27 0.25 0.08 0.08 0.08 0.05 0.05 0.07 0.07 EFD

4 0.12 0.30 0.10 0.10 0.10 0.05 0.05 0.09 0.09 More EFD
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TABLE 9.7

Results of the Sensitivity Analysis

Subsets For Weight #1 For Weight #2 For Weight #3 and #4

1. Transportation Conventional diesel truck Low-sulfur diesel truck w/tier 
III engine, w/noise suppressor

Low-sulfur diesel truck w/tier 
III engine, w/noise suppressor

2. Road construction DURA-BASE from composite 
mat (rent)

DURA-BASE from composite 
mat (rent)

DURA-BASE from composite 
mat (rent)

3. Site preparation DURA-BASE from composite 
mat (rent)

DURA-BASE from composite 
mat (rent)

Aluminum modules + driven 
piles (elevated platform)

4. Rig type LOC250 (CWD) LOC250 (CWD) LOC250 (CWD)

5. Conventional power Lean-burn natural gas engines 
w/noise suppressor

Lean-burn natural gas engines 
w/noise suppressor

Lean-burn natural gas engines 
w/noise suppressor

6. Fuel Natural gas Natural gas Natural gas

7. Unconventional power None Electric power from grid (10%) Electric power from grid (10%)

8. Energy storage None Flywheel Flywheel

9. Drilling technology Underbalanced drilling 
w/noise suppressor

Underbalanced drilling 
w/noise suppressor

Managed pressure drilling 
w/noise suppressor

10. Fluid Water-based muds Water-based muds Water-based muds

11. Waste management Closed loop + containers + solid 
control equipment

Closed loop + containers + solid 
control equipment

Closed loop + containers + solid 
control equipment

12. Cuttings treatment Cuttings injection Cuttings injection Cuttings injection

13. Noise reduction facility None None None
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shows the proportion of the 410 weights for which each of the 12 systems 
selected for this sensitivity analysis. The fact that SET 1, the most frequently 
selected optimal solution, is selected for only 42% of the weight combina-
tions emphasizes the need for a sensitivity analysis.

Throughout the sensitivity analysis conducted in this section, the six most 
frequently selected drilling systems are suggested for further analysis for 
the Green Lake drilling site as shown in Figure 9.8. Notice that even though 
SETs 7 through 9 were also selected the same fraction of times as SET 6 
according to Table 9.9, only SET 6 was selected for inclusion in the sensitivity 
analysis because SET 6 has a specific combination of technologies, a conven-
tional drilling system, while the others (SETs 7–9) are similar to SETs 4 and 5. 
Figure 9.8 shows which technologies are selected for each suggested system. 
The results of six systems can indicate the potential for further simplification 
of system selection problems in onshore EFD. In this case, the technologies 
selected for five subsets (i.e., (2), (4), (10), (12), and (13)) are always same in all 
suggested systems. Therefore, if sensitivity to weights is the only concern, 
the optimal decision would revolve around the technologies for only eight 
subsets of the original 13 subsets. Figure 9.9 shows the comparison of the 
single-attribute utility values of the six suggested drilling systems described 
in Figure 9.8.

Figures 9.10 and 9.11 show which system should be selected as W1 and W2 are 
varied, respectively, by the ratio of the base-case weight combination (Weight 
No. 2) given in Table 9.6. In Figure 9.10, for example, as W1 increases, the other 
weights (i.e., W2 through W5) decrease by the ratio of the base-case weight com-
bination shown in Table 9.6. Figure 9.10 shows that SET 2 is preferred over SET 
1 as W1 increases, and SET 4, containing 30% of unconventional power usage, 
is only selected as the optimal system when the cost attribute has a very low 
weight (W1 < 4%). This is because currently developed unconventional power 

TABLE 9.8

Range of the Allowable Weight Factor for Each Attribute

Weights Cost (W1) Footprint (W2)

Emissions (W3) Perception (W4)

Safety (W5)Air S/L Noise Govt. Ind. Public

Maximum 1.00 1.00 1/3 1/3 1/3 1/3 1/3 1/3 1.00

Minimum 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

TABLE 9.9

Proportion of the Optimal Systems for This Case Study

SET No.

1 2 3 4 5 6 7 8 9 10 11 12

Proportion (%) 41.6 35.0 9.1 4.7 2.0 1.5 1.5 1.5 1.5 0.7 0.5 0.5
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generation methods and energy storage devices are costly even though they 
significantly decrease emission rates. Moreover, “conventional diesel truck” 
is selected for subset (1) rather than “low-sulfur diesel truck with noise sup-
pressor” when W1 is greater than 60% because “conventional diesel truck” is 
cheaper than “low-sulfur diesel truck with noise suppressor.”

Figure 9.11 shows that an increase in W2 has little effect on the overall util-
ity score of SET 6.

The main purpose of graphically displaying the results of sensitivity anal-
ysis is to help the decision maker clearly understand what the results of a 
decision support analysis mean [12]. Another way of displaying the results 
of the sensitivity analysis originally developed by Guikema and Milke [1] is 
shown in Figures 9.12 and 9.13. These figures focus not on the relative overall 
utility score of the different systems but on the system selections themselves. 
This display method is more useful and intuitive when people want to know 
which system should be selected with a given weight combination. However, 
the drawback of using this method is that they are only three-dimensional 
plots, so two remaining weights should be fixed at zero in this case study.

FIGURE 9.8
Six systems suggested for Green Lake drilling site.
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FIGURE 9.9
Comparison of the single-attribute utility.



261Multiattribute Drilling System Selection

1.00

Set 4 Set 1 Set 2 Set 3 Set 6

Set 1

Set 2
Set 3
Set 4
Set 5
Set 6

0.95

0.90

0.85

0.80

0.75U
-v

al
u

e

0.70

0.65

0.60

0.55

0.50
0.00 0.20 0.40

W1

0.60 0.80 1.00

FIGURE 9.10
Optimal utility scores of the suggested systems when W1 is varied.

1.00

Set 1Set 2

Set 1
Set 2
Set 3
Set 4
Set 5
Set 6

0.95

0.90

0.85

0.80

0.75

U
-v

al
u

e

0.70

0.65

0.60

0.55

0.50
0.00 0.20 0.40

W2

0.60 0.80 1.00

FIGURE 9.11
Optimal utility scores of the suggested systems when W2 is varied.



262 Project Management for the Oil and Gas Industry

Sensitivity Analysis for Uncertainty of Overall Attribute Scores

In order to identify how sensitive the overall utility score is to changes in the 
input attribute scores, overall attribute scores of two different systems (i.e., 
SET 1 and SET 6, which are the most and the least suggested  optimal system) 
are varied from the original values with two different discrete weight combi-
nations shown in Table 9.10. The variation of the cost,  footprint, and emission 
attribute scores are ±10% from the original values and the variation of other 
attribute scores (i.e., perception and safety) are one level upper and lower 
grade score from the original values. The input scores and the variation of 
the overall attribute scores being used in this sensitivity analysis are shown 
in Figures 9.14 and 9.15. It is noted that the overall public perception score of 
SET 1 is unable to be varied to the upper grade score because the original 
score of this attribute is one, which is the possible maximum score assigned 
to this attribute. The possible maximum and minimum score should be con-
sidered for attributes using the ordinal scales such as solid/liquid emission, 
three perceptions, and safety.
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FIGURE 9.12
Optimal system selection as a function of W1, W2, and W3.
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Figures 9.16 through 9.19 show the sensitiveness of input attribute scores 
for the two systems with two discrete weight combinations given in 
Table 9.10. In Figure 9.16a, for example, since a steeper slope indicates a more 
sensitive attribute, the air emission attribute seems to be the most sensitive 
attribute among the nine attributes. In Figure 9.16b, however, the percep-
tion and the safety attributes seem to change the final utility score of SET 
1 more than other attributes. This is because the cost, the footprint, and 
the emission attributes vary by only ±10% from the original values while 
the perception and the safety attributes vary by about 20 ~ 100% from the 
original values due to the graded score scale (i.e., 0, 0.25, 0.50, 0.75, 1.00).

TABLE 9.10

Weight Combinations Used in This Section

Weight 

No.

Cost 

(W1)

Footprint 

(W2)

Emissions (W3) Perception (W4)
Safety 

(W5) NoteAir S/L Noise Govt. Ind. Public

1 1/9 1/9 1/9 1/9 1/9 1/9 1/9 1/9 1/9 Even

2 0.40 0.20 0.20/3 0.20/3 0.20/3 0.05 0.05 0.05 0.05 Base case
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FIGURE 9.13
Optimal system selection as a function of W1, W3, and W4.
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Input values and variation of the overall attribute scores of SET.
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The weight factor assigned to each attribute is a very important element 
when identifying the sensitiveness of input attribute scores. In Figure 9.17a, for 
example, the cost attribute seems to be the most sensitive attribute for SET 
1, which is not the same result shown in Figure 9.16a. This is because the 
weight assigned to each attribute is different between these two figures. The 
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FIGURE 9.16
Results for SET 1 with “even” weight combination in Table 9.10. (a) Spider graph of U-value, 
(b) tornado diagram for U-value.
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weight assigned to the cost attribute is 1/9 in Figure 9.16 while the weight is 
0.40 in Figure 9.17. The noise emission attribute seems to be the most sensi-
tive attribute for SET 6 with “even” weight combination as shown in Figure 
9.18a. It is also  indicated that since the noise attribute utility curve is not 
linear, the result of the variation (±10%) does not seem to be symmetrical 
from the original value.
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Results for SET 1 with “base” weight combination in Table 9.10. (a) Spider graph of U-value, 
(b) tornado diagram for U-value.
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In summary, if weight factors are evenly distributed to each attribute, the 
air emission and the noise emission scores are the most sensitive inputs for 
SET 1 and SET 6 as shown in Figures 9.16a and 9.18a, respectively. On the 
other hand, if weight factors are not evenly distributed to each attribute, 
the most sensitive input attribute can be identified after running sensitivity 
analysis described in this section.

Tornado diagram for U-value

(a)

(b)

–60.0% –40.0% –20.0% 0.0% 20.0% 40.0% 60.0%

0.82

0.81

0.8

0.79

0.78

0.77

0.76

0.75

V
al

u
e

–60.0% –40.0% –20.0% 0.0% 20.0% 40.0% 60.0%

% Change from base value

Noise

Air

Safety

Public

Ind.

Govt.

S/L

Cost

Footprint

FIGURE 9.18
Results for SET 6 with “even” weight combination in Table 9.10. (a) Spider graph of U-value, 
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Discussion

The knapsack optimization model described below was initially solved for 
each weight combination in this case study using the Solver tool in Microsoft 
Excel. However, a critical issue arose while conducting the sensitivity analysis. 
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Results for SET 6 with “base” weight combination in Table 9.10. (a) Spider graph of U-value, 
(b) tornado diagram for U-value.



270 Project Management for the Oil and Gas Industry

Using the branch-and-bound optimization algorithm in Microsoft Excel, we 
were not always able to find the global optimal solution due to the complex-
ity of the system selection process. In some cases, the Solver tool was trapped 
at a local optimal solution, a well-known problem with knapsack optimiza-
tion problems. Therefore, in order to always get the global optimal solution 
(i.e., retain system with maximum final utility score), an exhaustive search 
optimization was used in this study. However, we do not recommend using 
an exhaustive search approach for problems with a larger or more complex 
search space due to the computation time. One of the future research tasks 
is to implement existing, more advanced optimization methods that can effi-
ciently search the entire (not truncated) solution space using only standard 
personal computers. A number of good optimization approaches are avail-
able from traditional branch-and-bound methods to more modern heuristic 
methods such as genetic algorithms, particle swarm optimization, and ant 
colony optimization. The particular optimization approach used in a given 
application of the general method presented here will need to be matched to 
the complexity and size of the application.

Although the focus of the sensitivity analysis presented in this chapter has 
been on sensitivity to weights and overall input scores, the approach could 
also be applied to sensitivity to risk attitude (i.e., risk-averse, risk-neutral, 
and risk-seeking) or to other input parameters. The sensitivity to those unap-
plied input parameters is an important area for further research to suggest 
more robust optimal systems, but they involve a trade-off between increased 
computational time for the analysis and the potential for increased modeling 
accuracy. This trade-off should be made on a case-specific basis [1].

The authors intend to apply the proposed approach to many different 
areas containing selection problems in systems engineering. For example, 
current applications of the same approach include engineering systems for 
ecosystem management, varying input values on the operation of water util-
ities, limited budget allocations for potential projects, and so on. However, 
it is fair to acknowledge that some limitations of this approach include the 
fact that the computational burden of the procedure may become prohibi-
tive for problems with a large number of decision variables. One possible 
way to resolve this problem in this research is if the analyst can identify 
subsets that will always select the same technology for any weight com-
binations, the elimination of those subsets from further consideration can 
significantly reduce computational burdens in future steps.

Knapsack Optimization Model

The optimization model for the EFD technology selection problem with nine 
attributes is given as follows:
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where j is the index for systems, i is the index for the attributes, ki is the weight 
assigned to the ith attribute (k must sum to 1), Xij is the overall score of the jth 
system on the ith attribute, and ui(Xij) is the single-attribute utility value for sys-
tem j on attribute i, scaled from 0 to 1. In order to calculate the overall score of a 
system on the ith attribute (Xi), Equations 9.1 through 9.3 should be considered.

Conclusion

This chapter has demonstrated a sensitivity analysis method that, when 
coupled with the multiattribute system selection method proposed by 
Yu  et  al. [3,4], can yield strong decision support for selecting systems in 
onshore oil and gas drilling projects. We have shown that it is possible to 
suggest a small number of suitable drilling systems that are particularly 
attractive for the case study drilling site at Green Lake, Texas. Six different 
drilling systems are suggested for this case study as shown in Figure 9.8. 
The most frequently suggested optimal drilling system, SET 1, across a wide 
range of weights is only optimal for about 42% of the weight combinations 
tested, which implies that different systems would be suggested for 58% of 
plausible weight combinations. This indicates that the sensitivity analysis 
conducted in this study is a worthy topic for further investigation.

According to the sensitivity analysis results described in this chapter, sensi-
tiveness of the input attribute scores varies. For example, air emission score has 
more influence on the final system selection than footprint score (see Figures 
9.16 through 9.19). Sometimes, decision makers already have enough sensitiv-
ity analysis results, but they do not know how to effectively use them for their 
decision-making process. Therefore, effective displays of sensitivity analysis for 
the system selection problems would be crucial as an aid in decision-making 
process, and also as an aid in explaining the optimal EFD system selections to 
interested parties in this study. In addition, the display methods chosen in any 
given situation should be illustrated by the abilities and needs of the decision 
makers [1]. For example, more complicated displays such as Figures 9.10 and 
9.11 can be used for technically trained people while simpler displays such as 
Figures 9.12 and 9.13 should be used for less technically trained people.

The approach presented in this chapter is designed to help decision mak-
ers gain a deeper understanding of the system selection problems in onshore 
EFD by examining the robustness of the optimal solution to input parame-
ters such as weights and attribute scores. The results of the sensitivity analy-
sis suggest more robust optimal systems for this case study. Even though the 
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system selection process in onshore EFD can be computationally burden-
some, it can be very helpful for decision makers to refine their decisions on 
a more scientific basis.
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10
Managing Construction Projects 
in Oil and Gas*

Introduction

Construction is an integral part of the oil and gas industry. From basic office 
structure construction to oil rig platform construction, there are unique aspects 
of the oil and gas business that must be addressed. Oil and gas construction 
projects are different from that of conventional manufacturing or service enter-
prises. The oil and gas industry itself does embody its own unique manufac-
turing and service operations, which also require special management of the 
associated construction projects. In oil and gas construction project, the focus 
is on the fulfillment of the owner’s requirements with respect to the defined 
scope of work within the available budget and the specified schedule. The 
attendant risks that exist in the oil and gas business make the management of 
construction projects particularly dicey. Management must address the chal-
lenging categories of quality, schedule, and cost. Specialized tools are needed, 
such as plan, do, check, act (PDCA); define, measure, analyze, improve, con-
trol (DMAIC); suppliers, inputs, process, outputs, customers (SIPOC); design, 
evaluate, justify, integrate (DEJI); quality function deployment (QFD); affin-
ity diagrams; flowcharts; Pareto charts; and histograms; many of which are 
addressed earlier in Chapters 5 through 7.

Project Definition

PMI (2004) defines the word project in terms of its distinctive characteristics: 
“A project is a temporary endeavor undertaken to create a unique product 
or service.” “Temporary” means that every project has a definite beginning 
and a definite end. “Unique” means that the product or service is different in 
some distinguishing way from all similar products or services.

It further states that projects are often critical components of the perform-
ing organization business strategy. Examples of projects include

* Adapted from R. Abdul Razzak, Quality Management in Construction Projects, Taylor & 
Francis/CRC Press, Boca Raton, FL. With permission.
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• Developing a new product or service

• Effecting a change in structure, staffing, or style of an organization

• Designing a new transportation vehicle/aircraft

• Developing or acquiring a new or modified information system

• Running a campaign for political office

• Implementing a new business procedure or process

• Constructing a building or facility

The duration of a project is finite; projects are not ongoing efforts, and the 
project ceases when its declared objectives have been attained. Among other 
shared characteristics, projects are

 1. Performed by people

 2. Constrained by limited resources

 3. Planned, executed, and controlled

Pyzdek (1999) defined “project” as

 1. A plan or proposal; a scheme

 2. An undertaking requiring concrete effort

The “plan” is defined as

 1. A scheme, program, or method worked beforehand for the accom-
plishment of an objective; a plan of attack

 2. A proposed or tentative projective or course of action

 3. A systematic arrangement of important parts

According to Kerzner (2001), a project can be considered to be a set of activ-
ities and tasks that

• Have a specified objective to be completed within certain 
specifications

• Have defined start and end dates

• Have funding limits (if applicable)

• Consume human and nonhuman resources (i.e., money, people, and 
equipment)

• Are multifunctional (i.e., cut across several lines)

Based on various definitions, the project can be defined as follows: “A proj-
ect is a plan or program performed by the people with assigned resources to 
achieve an objective within a finite duration.”



275Managing Construction Projects in Oil and Gas

Construction Projects

Construction has a history of several thousand years. The first shelters 
were built from stone or mud and the materials collected from the forests 
to  provide protection against cold, wind, rain, and snow. These buildings 
were primarily for residential purposes, although some may have had some 
 commercial function.

During the New Stone Age, people introduced dried bricks, wall construc-
tion, metal working, and irrigation. Gradually, people developed the skills 
to construct villages and cities, and considerable skills in building were 
acquired. This can be seen from the great civilizations in different parts of 
the world—some 4000–5000 years ago. During the early period of Greek 
settlement, which was about 2000 BCE, the buildings were made of mud 
using timber frames. Later, temples and theaters were built from marble. 
Some 1500–2000 years ago, Rome became the leading center of world culture, 
which extended to construction.

Marcus Vitruvius Pollo, the first century military and civil engineer, 
penned in Rome the world’s first major treatise on architecture and con-
struction. It dealt with building materials, the styles and design of building 
types, the construction process, building physics, astronomy, and building 
machines.

During the Middle Ages (476–1492), improvements occurred in agricul-
ture and artisanal productivity and exploration, and as a consequence, the 
broadening of commerce took place and in the late Middle Ages, building 
construction became a major industry. Craftsmen were given training and 
education in order to develop skills and to raise their status. At this time, 
guilds came up to identify true craftsmen and set standards for quality.

The fifteenth century brought a “renaissance” or renewal in architecture, 
building, and science. Significant changes occurred during the seventeenth 
century and thereafter due to the increasing transformation of construction 
and urban habitat.

The scientific revolution of the seventeenth and eighteenth centuries gave 
birth to the great Industrial Revolution of the eighteenth century. After some 
delay, construction followed these developments in the nineteenth century.

The first half of the twentieth century witnessed the construction industry 
becoming an important sector throughout the world, employing many work-
ers. During this period, skyscrapers, long-span dams, shells, and bridges 
were developed to satisfy new requirements and marked the continuing 
progress of construction techniques. The provision of services such as heat-
ing, air conditioning, electrical lighting, water mains, and elevators in build-
ings became common. The twentieth century has seen the transformation of 
the construction and building industry into a major economic sector. During 
the second half of the twentieth century, the construction industry began to 
industrialize, introducing mechanization, prefabrication, and system build-
ing. The design of building services systems changed considerably in the last 
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20 years of the twentieth century. It became the responsibility of designers 
to follow health, safety, and environmental regulations while designing any 
building.

Building and commercial—traditional A&E type—construction projects 
account for an estimated 25% of the annual construction volume. Building 
construction is a labor-intensive endeavor. Every construction project has 
some elements that are unique. No two construction or R&D projects are 
alike. Though it is clear that many building projects are more routine than 
research and development projects, some degree of customization is a char-
acteristic of the projects.

Construction projects involve a cross section of many different partici-
pants. These both influence and depend on each other in addition to the 
“other players” involved in the construction process. Figure 10.1 illustrates 
the concept of the traditional construction project organization.

Traditional construction projects involve three main groups. These are

 1. Owners—A person or an organization that initiates and sanctions a 
project. He/she outlines the needs of the facility and is responsible 
for arranging the financial resources for creation of the facility.

 2. Designers (A&E)—This group consists of one or more architects or 
engineers and consultants. They are the owner’s appointed enti-
ties accountable for converting the owner’s conception and need 

Owner

Project manager
• In-house staff
• Speciality consultants

Design professional Constructor

Design team leader
• Design disciplines
• Design subconsultants
   (associate consultants)

Construction manager or
superintendent

• Construction subcontractors
• Suppliers/vendors
• Fabricators
• Construction trade workers 

Lines of authority (defined by contract)

Lines of communication 

FIGURE 10.1
Traditional construction project organization. (From American Society of Civil Engineers, 
Quality in the Constructed Project, 2000. Reprinted with permission from ASCE.)
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into a specific facility with detailed directions through drawings 
and specifications adhering to the economic objectives. They are 
responsible for the design of the project and in certain cases its 
supervision.

 3. Contractors—A construction firm engaged by the owner to complete 
the specific facility by providing the necessary staff, work force, 
materials, equipment, tools, and other accessories to the satisfaction 
of the owner/end user in compliance with the contract documents. 
The contractor is responsible for implementing the project activities 
and for achieving the owner’s objectives.

Construction projects are executed based on a predetermined set of goals 
and objectives. With traditional construction projects, the owner heads the 
team, designating a project manager. The project manager is a person/ 
member of the owner’s staff or independently hired person/firm with over-
all or principal responsibility for the management of the project as a whole.

Oberlender (2000) states that the working environment and culture of a 
construction project is unique compared to most working conditions. A typi-
cal construction project consists of a group of people, normally from several 
organizations, that are hired and assigned to a project to build the facility. 
Due to the relatively short life of a construction project, these people may 
view the construction project as accomplishing short-term tasks. However, 
the project manager of the construction team must instill in the team the 
concept that building a long-term relationship is more important in career 
advancement than trying to accomplish short-term tasks.

In certain cases, owners engage a professional firm, called a construction 
manager, trained in the management of construction processes, to assist in 
developing bid documents, and overseeing and coordinating the project for 
the owner. The basic construction management concept is that the owner 
assigns a contract to a firm that is knowledgeable and capable of coordinat-
ing all the aspects of the project to meet the intended use of the project by 
the owner. In the construction management type of construction projects, 
the consultants (architect/engineer) prepare complete design drawings 
and contract documents, then the project is put for competitive bid and the 
contract is awarded to the competitive bidder (contractor). Next, the owner 
hires a third party (construction manager) to oversee and coordinate the 
construction.

ASCE (2000) categorized two types of construction managers: agency 
construction managers (ACM) and construction managers-at-risk (CM-at-
risk). An ACM functions wholly within the policies, procedures, and prac-
tices of the owner’s organization. A CM-at-risk typically contracts with the 
owner in two stages. During the first stage, CM-at-risks act as consultants or 
even design professionals, and when the design is completed they become 
involved in the completion of the construction work.
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There are numerous types of construction projects:

Process-type projects

Liquid chemical plants

Liquid/solid plants

Solid process plants

Petrochemical plants

Petroleum refineries

Nonprocess-type projects

Power plants

Manufacturing plants

Support facilities

Miscellaneous (R&D) projects

Civil construction projects

Commercial/A&E projects

Civil construction projects and commercial/A&E projects can further be 
categorized into four somewhat arbitrary but generally accepted major types 
of construction. These are

 1. Residential construction

 2. Building construction (institutional and commercial)

 3. Industrial construction

 4. Heavy engineering construction

Residential construction: Residential construction includes single-family 
homes, multiunit town houses, garden, apartments, high-rise apartments, 
and villas.

Building construction: Building construction includes structures ranging 
from small retail stores to urban redevelopment complexes, from grade 
schools to new universities, hospitals, commercial office towers, theaters, 
government buildings, recreation centers, warehouses, and neighborhood 
centers.

Industrial construction: Industrial construction includes petroleum refiner-
ies, petroleum plants, power plants, heavy manufacturing plants, and other 
facilities essential to our utilities and basic industries.

Heavy engineering construction: Heavy engineering construction includes 
dams and tunnels, bridges, railways, airports, highways and urban rapid 
transit system, ports and harbors, water treatment and distribution, sewage 
and storm water collection, treatment and disposal system, power lines, and 
communication network.

Table 10.1 shows a brief classification of projects/characteristics.
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TABLE 10.1

Classification of Projects/Characteristics

Type of Project/Industry

In-House R&D

Small 

Construction

Large 

Construction

Aerospace/

Defense MIS Engineering

Need for interpersonal 
skills

Low Low High High High Low

Importance of 
organizational structure

Low Low Low Low High Low

Time management 
difficulties

Low Low High High High Low

Number of meetings Excessive Low Excessive Excessive High Medium

Project manager’s 
supervision

Middle 
management

Top 
management

Top 
management

Top 
management

Middle 
management

Middle 
management

Project sponsor present Yes No Yes Yes No No

Conflict intensity Low Low High High High Low

Cost control level Low Low High High High Low

Level of planning/
scheduling

Milestones only Milestones only Detailed plan Detailed plan Milestones only Milestones only

Source: H. Kerzner. Project Management. 2001. Copyright Wiley-VCH Verlag GmbH & Co. KGaA. Reprinted with permission.
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Construction and Manufacturing

Construction has unique problems compared to manufacturing. A few of 
these are listed as follows:

• The construction is a custom rather than a routine, repetitive busi-
ness and differs from manufacturing.

• Quality in manufacturing passes through series of processes. The 
output is monitored by inspection and testing at various stages of 
production.

• Construction is different from both that of mass production and 
batch (lot) production manufacturing.

• In construction projects, the scenario is not the same as that of man-
ufacturing. If anything goes wrong, the nonconforming work is very 
difficult to rectify and remedial action is sometimes not possible. 
Quality costs play an important role in construction projects.

• In construction, an activity may be repeated at various stages, but it 
is done only one time for a specific work. Therefore, it has to be right 
from the onset.

• In manufacturing, the buyer does not enter the scene until the prod-
uct comes into being, whereas in construction the buyer is involved 
from beginning to end. Even during the construction phase, it is 
likely that certain modifications may take place.

• The owner is deeply involved in the construction process, while the 
purchaser of manufactured goods is not. Buyers of the usual manu-
factured products seldom have access to the plant where they are 
made, nor do they deal directly with factory managers.

• Most projects or their individual work phases are of relatively short 
duration. One consequence is that management teams and possibly 
the work force must be assembled quickly and cannot be shaken out 
or restructured before the project or work phase is completed.

• To a great extent, each project has to be designed and built to serve 
a specific need and therefore it is necessary to make certain modifi-
cations in the system process to fit the particular conditions of each 
construction project and its specific problems.

• The location of construction projects varies widely. In a manufac-
turing plant a given operation is assigned to and carried out in one 
place. In contrast, specialized construction crews progress from 
location to location.

• Operations are commonly conducted out of doors and are subject to 
all the interruptions and variation in conditions and the other dif-
ficulties that rain, snow, heat, and cold can introduce.
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• The final product is usually of unique design and differs from 
workstation to workstation so that no fixed arrangement of equip-
ment or aids such as jigs and fixtures are possible as is in the case of 
manufacturing.

• The construction is a preliminary step leading to a completed facil-
ity; the layout and arrangements may make access for construction 
difficult and permanent provisions for safety impossible.

• The construction often needs highly skilled craftsmen rather than 
unskilled workers; individual crews, whether union or nonunion, 
usually do specialized operations.

• Construction involves installation and integration of various materi-
als, equipment, systems, or other components to complete the facility.

• Construction focuses mainly on overall performance of the project 
or facility in which a product(s) or a system(s) is a part and assem-
bled/installed to achieve the objectives.

• Construction projects work against defined scope, schedules, and 
budget to achieve the specified result.

• Performance of construction projects can be evaluated only after it is 
completed and put into use/operation.

Quality Cost

Introduction

Quality has an impact on the costs of products and services. The cost of poor 
quality is the annual monetary loss of products and processes that are not 
achieving their quality objective.

According to Gryna (2001) the concept of quality costs emerged during the 
1950s, and different people assigned different meaning to the term. Some 
people equated quality costs with the costs of attaining quality; some people 
equated the term with the extra costs incurred because of poor quality. He 
further states that

The cost of poor quality is the annual monetary loss of products and 
processes that are not achieving their quality objectives. The main com-
ponents of the cost of low quality are

 1. Cost of nonconformities
 2. Cost of inefficient processes
 3. Cost of loss opportunities of sales revenue

Juran and Godfrey (1999) also state that “the term quality costs has different 
meanings to different people. Some equate quality costs with the cost of poor 
quality (mainly the costs of finding and correcting defective work); others 
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equate the term with the costs to attain quality; still others use the term to 
mean the costs of running the quality department.”

Categories of Costs

Costs of poor quality are the costs associated with providing poor-quality 
products or services. These are costs that would not be incurred if things 
were done right from the start time and at every stage thereafter in order to 
achieve the quality objective. There are four categories of costs:

 1. Internal failure costs. (The costs associated with defects found before 
the customer receives the product or service. It also consists of cost 
of failure to meet customer satisfaction and needs and cost of inef-
ficient processes.)

 2. External failure costs. (The costs associated with defects found after 
the customer receives the product or service. Also includes lost 
opportunity for sales revenue.)

 3. Appraisal costs. (The costs incurred to determine the degree of con-
formance to quality requirements.)

 4. Prevention costs. (The costs incurred to keep failure and appraisal 
costs to minimum.)

Thomas Pyzdek (1999) has detailed these costs as follows:

 1. Prevention costs: Costs incurred to prevent the occurrence of non-
conformance in the future. Examples of prevention costs include

Quality planning

Process control planning

Design review

Quality training

Gage design

 2. Appraisal costs: Costs incurred in measuring and controlling concur-
rent production to assure conformance to requirements. Examples of 
appraisal costs are

Receiving inspection

Laboratory acceptance testing

In-process inspection

Outside endorsements (e.g., UL approval)

Calibration

Inspection and test equipment

Field testing
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 3. Internal failure costs: Costs generated before a product is shipped 
as a result of nonconformance to equipment. Examples of internal 
failure costs include

Scrap

Rework

Process troubleshooting

Vendor-caused scrap or work

Material review board activity

Reinspection or retest

Downgrading

 4. External failure costs: Costs generated after a product is shipped as a 
result of nonconformance to requirement. Examples of external fail-
ure costs include

Processing of customer complaints

Service

Unplanned field repair

Recalls

Processing of returned materials

Warranty

These cost categories allow the use of quality cost data for a variety of 
purposes. Quality costs can be used for measurement of progress, for ana-
lyzing the problem, or for budgeting. By analyzing the relative size of the 
cost categories, the company can determine if its resources are properly 
allocated.

CII product no. EM-4A (1994) states that “the cost of quality is the pen-
alty paid for an imperfect world. It is the costs of all the extra work we 
do beyond merely doing a task correctly the first time to meet the require-
ments and expectations. The simple formula for defining the cost of  quality 
is Cost of Quality = Cost of Prevention and Appraisal + Cost of Deviation 
Correction.”

It has further elaborated the components of costs of quality as follows:

Prevention and appraisal: All measures taken to assure that requirements 
are met, such as quality control systems, inspection, work check-
ing, design review, constructability or maintainability review, shop 
inspection, and auditing.

Deviation correction: Work done more than once because it did not meet 
requirements the first time.
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Reasons for Poor Quality

According to the survey carried out by the Construction Industry Institute 
(CII), the primary reasons for poor quality are mainly due to poor manage-
ment and are illustrated in Figure 10.2.

As per Ireland (1991), the cost of quality is the total price of all efforts to 
achieve product or service quality. This includes all work to build a product 
or service that conforms to the requirements as well as work resulting from 
nonconformance to the requirements. The general areas of costs for a quality 
system are illustrated in Table 10.2.

Figure 10.3 shows the expected results of the total quality management 
system on quality cost. It shows that increasing prevention costs, that is, 
doing things that will prevent problems, reduces the cost of appraisal and 
failure and gain a net cost benefit to the organization. CII has made the 
 following recommendations to reduce the rework:

 1. Reduce the number of design changes

 2. Implement a quality management program

 3. Adopt the standard set of quality related terminology

 4. Develop and implement system to establish a database

 5. Implement a QPMS
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FIGURE 10.2
Primary reasons for poor quality (139 responses). (From CII, Source 79. Reprinted with permis-
sion of CII, University of Texas.)
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Chung (1999) has quoted (Robert, 1991) that “quality does not cost—it pays.” 
Figure 10.4 summarizes the quality-related costs expressed as a percentage 
of total construction costs. He further states that through the implementa-
tion of a proactive quality system that costs about 1% of the project value (the 
prevention cost), the expenditure as a result of repair, and so forth (failure 
cost) drops from 10% to 2% representing a saving of 7%. These categories of 

TABLE 10.2

Conformance versus Nonconformance Costs

Cost of Conformance Cost of Nonconformance

Planning Scrap

Training and indoctrination Rework

Field testing Expedition

Product design validation Additional material or inventory

Process validation Warranty repairs or service

Test and evaluation Complaint handling

Quality audits Liability judgments

Maintenance and calibration Product recalls

Other Productive corrective actions

Source: L. R. Ireland, 1991. Quality Management for Projects & 
Programs. Reprinted with permission from PMI.
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Internal failure

80
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External failure

Internal failure
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40
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FIGURE 10.3
 Total quality cost. (H. Kerzner. Project Management. 2001. Copyright Wiley-VCH Verlag GmbH 
& Co. KGaA. Reprinted with permission.)
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costs may represent an increase of cost in one area and a reduction of cost in 
another.

Quality Cost in Construction

Quality of construction is defined as

 1. Scope of work

 2. Time

 3. Budget

Cost of quality refers to the total cost incurred during the entire life cycle of 
construction project in preventing nonconformance to owner requirements 
(defined scope). There are certain hidden costs that may not directly affect 
the overall cost of the project; however, it may cost the consultant/designer to 
complete the design within the stipulated schedule to meet owner require-
ments and conformance to all the regulatory codes/standards, and for the 
contractor to construct the project within the stipulated schedule meeting 
all the contract requirements. Rejection/nonapproval of executed/installed 
works by the supervisor due to noncompliance with specifications will cause 
the contractor loss in terms of

• Material

• Manpower

• Time

Cost benefit 7%

Failure 2%

Appraisal 1%

Prevention 1%Appraisal 1%

Failure 10%

Project without a
quality system 

Project with a
quality system 

FIGURE 10.4
Implementation of quality management. (From H. W. Chung, Understanding Quality: Assurance 
in Construction, 1999. Reprinted with permission from Cengage Learning Services Limited.)
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The contractor shall have to rework or rectify the work, which will need 
additional resources and will need extra time to do the work as specified. 
This may disturb the contractor’s work schedule and affect execution of 
other activities. The contractor has to emphasize the “zero defect” policy, 
particularly for concrete works. To avoid rejection of works, the contractor 
has to take the following measures:

 1. Execution of works as per approved shop drawings using approved 
material

 2. Following approved method of statement or manufacturer’s recom-
mended method of installation

 3. Conduct continuous inspection during construction/installation 
process

 4. Employ properly trained workforce

 5. Maintain good workmanship

 6. Identify and correct deficiencies before submitting the checklist for 
inspection and approval of work

 7. Coordinate requirements of other trades, for example, if any open-
ing is required in the concrete beam for crossing of services pipe

Timely completion of a project is one of the objectives to be achieved. To 
avoid delay, proper planning and scheduling of construction activities are 
necessary. Since construction projects have the involvement of many par-
ticipants, it is essential that the requirements of all the participants are fully 
coordinated. This will ensure execution of activities as planned resulting in 
timely completion of the project.

Normally, the construction budget is fixed at the inception of the project; 
therefore, it is necessary to avoid variations during the construction process 
as it may take time to get approval of an additional budget resulting in time 
extension to the project. Quality costs related to construction projects can be 
summarized as follows:

Internal failure costs

• Rework

• Rectification

• Rejection of checklist

• Corrective action

External failure costs

• Breakdown of installed system

• Repairs

• Maintenance

• Warranty
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Appraisal costs

• Design review/preparation of shop drawings

• Preparation of composite/coordination drawings

• On-site material inspection/test

• Off-site material inspection/test

• Pre-checklist inspection

Prevention costs

• Preventive action

• Training

• Work procedures

• Method statement

• Calibration of instruments/equipment

Quality costs during the design phases are different from those of the 
 construction phase. Costs of quality during design phases are mainly to 
ensure development of project design and documents to ensure confor-
mance to the client’s requirements/TOR (terms of reference)/matrix of own-
er’s requirements. Quality costs related to design development/contract 
 documents of construction projects can be summarized as follows:

Internal failure costs

• Redesign/redraw to meet requirements of other trades

• Redesign/redraw to meet fully coordinated design

• Rewrite specifications/documents to meet requirements of all 
other trades

External failure costs

• Incorporate design review comments by client/project manager

• Incorporate specifications/documents review comments by 
 client/project manager

• Incorporate comments by regulatory authority(ies)

• Resolve RFI (request for information) during construction

Appraisal costs

• Review of design drawings

• Review of specifications

• Review of contract documents to ensure meeting owner’s needs, 
quality standards, constructability, and functionality

• Review for regulatory requirements, codes
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Prevention costs

• Conduct technical meetings for proper coordination

• Follow quality system

• Meeting submission schedule

• Training of project team members

• Update of software used for design

Quality Performance Management System

Quality performance management system (QPMS) is a product of the CII. 
QPMS is one of the tools available for a total quality management (TQM) 
project and is a good implementation tool for a project to utilize in a TQM 
environment. It is a management tool developed by CII to give management 
the information necessary to identify quality improvement opportunities.

QPMS focuses on reducing the cost of quality in four ways:

 1. It provides a process that facilitates awareness of individual and 
group quality performance (how well we do things right) by mea-
suring these costs in dollars.

 2. It arms managers with information on quality costs and activities 
that enable proactive decisions affecting quality outcome.

 3. It provides a database for estimating quality performance on future 
projects.

 4. If and when widely accepted, the data should provide benchmark-
ing information throughout the industry. (Benchmarking is a point 
of reference by which the performance is judged or measured.)

According to CII, the QPMS has been developed as a management tool to 
meet the following criteria. It must

 1. Be capable of tracking quality-related costs that are involved in the 
design and construction of engineered projects and answer the fol-
lowing four questions:

What quality management activities and deviation costs are involved?

When were the quality management activities and deviation costs 
incurred?

Why did the deviations occur (i.e., their root causes)?

How did the rework relate to the quality management?

 2. Provide valuable cost-of-quality information to establish baseline 
and identify opportunities for improvement, without providing 
either too much or too little detail
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 3. Be adaptable to various types and aspects of design and construc-
tion projects

 4. Be easily implementable by owners, designers, and contractors

 5. Be cost effective

 6. Be compatible with existing cost systems used by management

Thus, it can be summarized that with implementation of quality manage-
ment system, the cost of quality is reduced and ultimately results in savings.

Systems Engineering

Introduction

Systems are pervasive throughout the universe in which we live. This world 
can be divided into the natural world and the human-made world. Systems 
appeared first in natural forms and subsequently with the appearance of 
human beings. Systems were created based on components, attributes, and 
relationships.

Systems engineering and analysis, when coupled with new emerging 
technologies, reveal unexpected opportunities for bringing new improved 
systems and products into being that will be more competitive in the world 
economy. Product competitiveness is desired by both commercial and pub-
lic-sector producers worldwide to meet consumer expectations. These tech-
nologies and processes can be applied to construction projects. The systems 
engineering approach to construction projects help us understand the entire 
process of project management in order to manage its activities at different 
levels of various phases to achieve economical and competitive results. The 
cost effectiveness of the resulting technical activities can be enhanced by 
giving more attention to what they are to do, before addressing what they 
are composed of. To ensure economic competitiveness regarding the prod-
uct, engineering must become more closely associated with economics and 
economic facilities. This is best accomplished through the life cycle approach 
to engineering.

Experience in recent decades indicates that properly coordinated and 
functioning human-made systems will result in a minimum of undesirable 
side effects through the application of this integrated, life cycle-oriented 
“systems” approach. The consequences of not applying systems engineering 
in the design and development and/or reengineering of systems have been 
disruptive and costly.

The systems approach is a technique that represents a broad-based 
 systematic approach to problems that may be interdisciplinary. It is particu-
larly useful when problems are affected by many factors, and it entails the 
creation of a problem model that corresponds as closely as possible to reality. 
The systems approach stresses the need for the engineer to look for all the rel-
evant factors, influences, and components of the environment that surround 
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the problem. The systems approach corresponds to a comprehensive attack 
on a problem and to an interest in, and commitment to, formulating a prob-
lem in the widest and fullest manner that can be professionally handled.

System Definition

There are many definitions of system. One dictionary definition calls it “a 
group or combination of interrelated, independent or interacting elements 
forming a collective entity.” A system is an assembly of components or ele-
ments having a functional relationship to achieve a common objective for 
useful purpose. A system is composed of components, attributes, and rela-
tionships. These are described as follows:

 1. Components are the operating parts of the system consisting of 
input, process, and output. Each system component may assume a 
variety of values to describe a system state, as set by some control 
action and one or more restrictions.

 2. Attributes are the properties or discernible manifestations of the 
components of a system. These attributes characterize the system.

 3. Relationships are the links between components and attributes.

The properties and behavior of each component of the set have an effect on 
the properties and behavior of the set as a whole and depend on the prop-
erties and behavior of at least one other component on the list. The compo-
nents of the system cannot be divided into independent subsets. A system 
is more than the sum of its components and parts. Not every set of items, 
facts, methods, or procedures is a system. To qualify the system, it should 
have a functional relationship, interaction between many components, and 
useful purpose. The purposeful action performed by a system is its function. 
A basic behavioral concept of a system is that it is a device that accepts one 
or more inputs and generates from them one or more outputs. This simple 
behavioral approach to systems is generally known as the Black Box and is 
represented schematically in Figure 10.5. The Black Box system phenomenon 
establishes the functional relationship between system inputs and outputs.

Every system is made up of components and components that can be broken 
down into similar components. If two hierarchical levels are involved in a given 
system, the lower one is conveniently called a subsystem. The designation of 

Input
System Output 

FIGURE 10.5
Black Box.
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system, subsystem, and components are relative because the system at one 
level in the hierarchy is the component at another level. Everything that 
remains outside the boundaries of the system is considered to be environmen-
tal. Material, energy, and/or information that pass through the boundaries are 
called “inputs” to the system. In reverse, material, energy, and/or information 
that pass from the system to the environment is called output.

Accordingly, a system is an assembly of components or elements having a 
functional relationship to achieve a common objective for a useful purpose.

Systems Engineering

INCOSE (International Council on Systems Engineering) defines systems 
engineering as follows:

An interdisciplinary approach and means to enable the realization of 
successful system. It focuses on defining customer needs and required 
functionality early in the development cycle, documenting require-
ments, the proceeding with design synthesis and system validation 
while considering the complete problem:

Operations
Test
Cost and schedule
Disposal
Performance
Manufacturing
Training and support

Systems engineering integrates all the disciples and specialty groups 
into a team effort forming a structural development process that pro-
ceeds from concept to production to operation. Systems engineering 
considers both the business and the technical needs of all customers 
with the goal of providing a product that meets the user needs.

The system life cycle process is illustrated in Figure 10.6 and is fundamen-
tal to the application of system engineering.

Acquisition phase Utilization phase

N
e

e
d Conceptual-

preliminary
design

Detail
design and

development 

Production
and/or

construction 

Product use,
phase out, and disposal 

FIGURE 10.6
The product life cycle. (From B. S. Blanchard, W. J. Fabrycky, and J. Wolter, Systems Engineering 
and Analysis, 1998. Reprinted with permission from Pearson Education, Inc.)
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The life cycle begins with the identification of need and extends through 
conceptual and preliminary design, detailed design, and development, 
production and/or construction, product use, phase-out, and disposal. The 
program phases are classified as acquisition and utilization to recognize 
procedure and customer activities. This classification represents a generic 
approach. Sometimes the acquiring process may involve both the customer 
and the producer (or contractor), whereas acquiring may include a combina-
tion of contractor and consumer (or ultimate user) activities.

In general, engineering has focused mainly on product performance as 
the main objective rather than on the development of overall system of 
which the product is a part. Application of a systems engineering pro-
cess leads to reduction in the cost of design development, production/
construction, and operation, and hence results in reduction in life cycle 
cost of the product; thus, the product becomes more competitive and eco-
nomical. Systems engineering provides the basis for a structural and logi-
cal approach. The need for systems engineering increases with the size 
of projects. Application areas of systems engineering are illustrated in 
Figure 10.7.

Construction Project Life Cycle

Most construction projects are custom-oriented, having a specific need and 
a customized design. It is always the owner’s desire that his project should 
be unique and better. Further, it is the owner’s goal and objective that the 
facility is completed on time. Expected time schedule is important from both 
financial and acquisition of the facility by the owner/user.

Aerospace
(aeronautical)

systems

Hydroelectric
(power)
systems

Information
(processing)

systems

Electronic
systems

Transportation
systems

Production
(manufacturing)

systems

Urban
(civil)

systems

Communication
systems

Health care
systems

Other
systems

System
engineering
applications

FIGURE 10.7
Application areas of systems engineering. (From B. S. Blanchard, W. J. Fabrycky, and J. Wolter, 
Systems Engineering and Analysis, 1998. Reprinted with permission from Pearson Education, Inc.)
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The system life cycle is fundamental to the application of systems engi-
neering. Detailed presentations of the elaborate technological activities 
and interaction that must be integrated over the system life cycle are 
shown in Figure 10.8. This figure summarizes major technical functions 
performed during the acquisition and utilization process of the system 
life cycle.

A systems engineering approach to construction projects helps to under-
stand the entire process of project management and to manage and control 
its activities at different levels of various phases to ensure timely completion 
of the project with economical use of resources to make the construction 
project most qualitative, competitive, and economical.

Systems engineering starts from the complexity of the large-scale  problem 
as a whole and moves toward the structural analysis and partitioning process 
until the questions of interest are answered. This process of decomposition 
is called a work breakdown structure. The WBS is a hierarchical representa-
tion of system levels. Being a family tree, the WBS consists of a number of 
levels, starting with the complete system at level 1 at the top and progressing 
downward through as many levels as necessary to obtain elements that can 
be conveniently managed.

Benefits of systems engineering applications are

• Reduction in the cost of system design and development, produc-
tion/construction, system operation and support, system retirement, 
and material disposal

• Reduction in system acquisition time

• More visibility and reduction in the risks associated with the design 
decision-making process

Shtub, Bard, and Globerson (1994) have divided the project into five phases 
as illustrated in Figure 10.9.

Representative construction project life cycle, as per Morris, has four stages 
(phases) for construction project and is illustrated in Figure 10.10.

Though it is difficult to generalize project life cycle to system life cycle, 
considering that there are innumerable processes that make up the con-
struction process, the technologies and processes as applied to systems 
engineering can also be applied to construction projects. The number of 
phases shall depend on the complexity of the project. Duration of each 
phase may vary from project to project. Based on the concept of project life 
cycle shown in Figures 10.8 through 10.10, it is possible to evolve a compre-
hensive life cycle for construction projects, which may have five of the most 
common phases.

These are as follows:

 1. Conceptual design

 2. Preliminary design



2
9
5

M
an

ag
in

g C
on

stru
ction

 P
rojects in

 O
il an

d
 G

a
s

Definition of need

Conceptual design

• Feasibility study
(a) Needs analysis
(b) System operational
      requirements
(c) System maintenance
      concept
(d) Functional
      requirements

• Advance product planning
   (plans and specifications)

• Detail design of functional
   system (primary equipment
   and software)

• Design support functions

• System analysis and evaluation

• Design review

• Design data and documentation

• Detail design of system
   maintenance and
   logistic support elements

• Development of system
   maintenance and
   logistic support requirements

• Development of system
   prototype model

• Test preparation

• Testing of prototype system
   and equipment

• Test date, analysis, and
   evaluation

• Test reporting

• System analysis and evaluation

• Modification for corrective
   action

Research

(3) (4)

(5)

(6)

(1)

(2)

System functional analysis System optimization

Preliminary design (advance development)

System synthesis
and definition

Preliminary synthesis
and allocation of

design criteria

• Functional analysis • Allocation of performance
   factors, design factors,
   and attractiveness
   requirements

• System and subsystem
   trade-offs and evaluation
   of alternatives

• Preliminary design
   performance, configuration,
   and arrangement of chosen
   system (analysis, data
   phototyping, physical models,
   testing, etc.)

• System and subsystem
   analysis

• Detail specification(s)

• System assessment analysis
   and evaluation

• Modification for corrective
   action and/or for
   product improvement

• System assessment analysis
   and evaluation

• Modification for corrective
   action or for product
   improvement

• Allocation of system
   support requirements

• System analysis

• System operational
   functions

• System maintenance
   functions

• System analysis identification
   of alternative functions
   and subfunctions

Feedback

Feedback

Production and/or constructionDetail design and development

System product design
System prototype

development
System prototype

test and evaluation

Utilization and support

Phase out and disposal

FIGURE 10.8
The system life cycle process. (From B. S. Blanchard, W. J. Fabrycky, and J. Wolter, Systems Engineering and Analysis, 1998. Reprinted with permission 
from Pearson Education, Inc.)
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 3. Detailed design

 4. Construction

 5. Testing, commissioning, and handover

Each phase can be further subdivided into the WBS principle to reach a 
level of complexity where each element/activity can be treated as a single 
unit that can be conveniently managed. WBS represents a systematic and 
logical breakdown of the project phase into its components (activities). It 
is constructed by dividing the project into major elements with each of 
these being divided into subelements. This is done until a breakdown is 
done in terms of manageable units of work for which responsibility can 
be defined. WBS involves envisioning the project as a hierarchy of goal, 
objectives, activities, subactivities, and work packages. The hierarchical 
decomposition of activities continue until the entire project is displayed 
as a network of separately identified and nonoverlapping activities. Each 
activity will be single purposed, of a specific time duration, and manage-
able; its time and cost estimates easily derived, deliverables clearly under-
stood, and responsibility for its completion clearly assigned. The WBS 
helps in

• Effective planning by dividing the work into manageable elements, 
which can be planned, budgeted, and controlled

• Assignment of responsibility for work elements to project personnel 
and outside agencies

• Development of control and information system

WBS facilitates the planning, budgeting, scheduling, and control activities 
for the project manager and its team. By application of WBS phenomenon, 
the construction phases are further divided into various activities. Division 
of these phases will improve the control and planning of the construction 
project at every stage before a new phase starts. The components/activities 
of construction project life cycle phases divided on WBS principle are listed 
as follows:

 1. Conceptual design

Identification of need

Feasibility

Identification of project team

Identification of alternatives

Financial implications/resources

Time schedule

Development of concept design
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 2. Preliminary design

General scope of works/basic design

Regulatory/authorities’ approval

Budget

Schedule

Contract terms and conditions

Value engineering study

 3. Detailed design

Detailed design of the works

Regulatory/authorities’ approval

Contract documents and specifications

Detailed plan

Budget

Estimated cash flow

Tender/bid documents

 4. Construction

Mobilization

Execution of works

Planning and scheduling

Management of resources/procurement

Monitoring and control

Quality

Inspection

 5. Testing, commissioning, and handover

Testing

Commissioning

Regulatory/authorities’ approval

As-built drawings/records

Technical manuals and documents

Training of user’s personnel

Hand over facility to owner/end user

Move-in-plan

Substantial completion

Table 10.3 illustrates the subdivided activities/components of the construc-
tion project life cycle.
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These activities may not be strictly sequential; however, the breakdown 
allows implementation of project management functions more effectively at 
different stages.

Quality in Construction Projects

Construction projects are mainly capital investment projects. They are cus-
tomized and nonrepetitive in nature. Construction projects have become more 
complex and technical, and the relationships and the contractual grouping 
of those who are involved are also more complex and contractually varied. 
The products used in construction projects are expensive, complex, immov-
able, and long-lived. Generally, a construction project comprises building 
materials (civil), electromechanical items, finishing items, and equipment. 
These are normally produced by other construction-related industries/

TABLE 10.3

Construction Project Life Cycle

Conceptual 

Design

Preliminary 

Design

Detailed 

Design Construction

Testing, 

Commissioning, 

and Handover

Identification of 
need

General scope 
of work/basic 
design

Detailed 
design of the 
works

Mobilization Testing

Feasibility Regulatory 
approval

Regulatory/
authorities’ 
approval

Execution of 
works

Commissioning

Identification of 
project team

Budget Contract 
documents 
and 
specifications

Planning and 
scheduling

Regulatory/
authorities’ 
approval

Identification of 
alternatives

Schedule Detailed plan Management 
of resources/
procurement

As-built 
drawings/
records

Financial 
implications/
resources

Contract terms 
and 
conditions

Budget Monitoring 
and control

Technical 
manuals and 
documents

Time schedule Value 
engineering 
study

Estimated cash 
flow

Quality Training of 
user’s 
personnel

Development of 
concept design

Tender/
bidding

Inspection Handover of 
facility to 
owner/end 
user

Move-in plan

Substantial 
completion
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manufacturers. These industries produce products as per their own quality 
management practices complying with certain quality  standards or against 
specific requirements for a particular project. Owners of construction proj-
ects or their representatives have no direct control over these companies 
unless they themselves, their representatives, or appointed contractors com-
mit to buying their product for use in their facility. These organizations may 
have their own quality management program. In manufacturing or service 
industries quality management of all in-house manufactured products is 
performed by the manufacturer’s own team or is under the control of the 
same organization that has jurisdiction over its manufacturing plants at dif-
ferent locations. Quality management of vendor-supplied items/products is 
carried out as stipulated in the purchasing contract as per the quality control 
specification of the buyer.

Construction projects are constantly increasing in technological  complexity. 
Electromechanical services constitute between 25% and 35% of the total cost 
of a building project, depending on what type of technologically advanced 
services are required for the project. Figure 10.11 illustrates typical values 
of various trades of a major building construction project. In this project, 
the electromechanical work constitutes approximately 36% of the total proj-
ect value, which shows the increasing technological complexity of building 
 construction projects.

In addition, the requirements of construction clients are on the increase 
and, as a result, construction products (buildings) must meet varied perfor-
mance standards (climate, rate of deterioration, maintenance, etc.). Therefore, 
to ensure the adequacy of client brief, which addresses the numerous  complex 
client/user needs, it is now necessary to evaluate the requirements in terms 
of activities and their interrelationships.

Quality management in construction projects is different from that in 
manufacturing. Quality in construction projects encompasses not only the 
quality of products and equipment used in the construction but also the total 
management approach to completing the facility as per the scope of works to 
customer/owner satisfaction within the budget and in accordance with the 
specified schedule to meet the owner’s defined purpose. The nature of the 
contracts between the parties plays a dominant part in the quality system 
required from the project, and the responsibility for fulfilling them must 
therefore be specified in the project documents. The documents include 
plans, specifications, schedules, bill of quantities, and so on. Quality con-
trol in construction typically involves ensuring compliance with minimum 
standards of material and workmanship in order to ensure the performance 
of the facility according to the design. These minimum standards are con-
tained in the specification documents. For the purpose of ensuring compli-
ance, random samples and statistical methods are commonly used as the 
basis for accepting or rejecting work completed and batches of materials. 
Rejection of a batch is based on nonconformance or violation of the relevant 
design specifications.
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The survey of Quality of Construction by FIDIC (Federation Internationale 
des Ingenieurs-Conseils, the international association of consulting engi-
neers) confirmed that failure to achieve appropriate quality of construction is 
a problem worldwide. Lack of quality in construction is manifested in poor 
or nonsustainable workmanship, unsafe structure, delays, cost overruns, 
and disputes in construction contracts.

Defects or failure in construction facilities can result in very large costs. 
Even with minor defects, reconstruction may be required and facility opera-
tion impaired.

Chung (1999) has described the quality of construction as follows:

The quality of building work is difficult, and often impossible, to quantify 
since a lot of construction practices cannot be assessed in numerical terms. 
The framework of reference is commonly the appearance of final product. 
“How good is good enough?” is often a matter of personal judgment and 
consequently a subject of contention. In fact, a building is of good quality 
if it will function as intended for its design life. As the true quality of the 
building will not be revealed until many years after completion, the notion 
of quality can only be interpreted in terms of the design attributes. So far 
as the builder is concerned, it is fair to judge the quality of his work by the 
degree of compliance with the stipulations in the contract, not only the 
technical specifications but also the contract sum and the contract period. 
His client cannot but be satisfied if the contract is executed as specified, 
within budget and on time. Therefore, a quality product of building con-
struction is one that meets all contractual requirements (including statu-
tory regulations) at optimum cost and time. (p. 4)

About quality in construction, CII Source Document 79 (1992) describes that

Quality has many meanings; however, for projects, conformance to 
established requirements has relevance and clarity. While simple, this 
definition cannot stand alone. Another term is needed for the term 
requirements. Requirements are contractually established characteristics 
of a product, process, or service. A characteristic is a physical or chemical 
property, a dimension, a temperature, a pressure, or any other specifica-
tion used to define the nature of product, process or service.

The requirements are initially set by client/customer (ordinarily the 
user/operator of the facility) and are then translated during the pre-
planning phase into a conceptual design and estimate developed into 
a project scope and more fully defined. During the Design phase, the 
requirements are translated into specific design documents (drawings, 
plans, specification, purchase orders, and the like). Procurement of fab-
ricated items often proceeds concurrently with design. The products 
of design and procurement reach the construction site for erection and 
installation during the construction phase. (p. 5)

An implicit assumption in the traditional quality control practices is 
the notion of an acceptable quality level, which is an allowable fraction of 
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defective items. Materials obtained from suppliers or work performed per-
centage should be within the acceptable quality level. Problems with materi-
als or goods are corrected after delivery of the product. In contrast to this 
traditional approach of quality control is the goal of total quality control. In 
this system, no defective items are allowed anywhere in the construction 
process. While the zero defects goal can never be permanently obtained, it 
provides a goal so that an organization is never satisfied with its quality 
control program even if defects are reduced by substantial amounts year 
after year. This concept and approach to quality control was first developed 
in manufacturing firms in Japan and Europe, but has since spread to many 
construction companies. Total quality control is a commitment to quality 
expressed in all parts of an organization and typically involves many ele-
ments. Design reviews to ensure safe and effective construction procedures 
are a major element. Other elements include extensive training for personnel, 
shifting the responsibility for detecting defects from quality control inspec-
tors to workers, and continually maintaining equipment. Worker involve-
ment in improved quality control is often formalized in quality circles in 
which groups of workers meet regularly to make suggestions for quality 
improvement. Material suppliers are also required to ensure zero defects in 
delivered goods. Initially, all materials from a supplier are inspected and 
batches of goods with any defective items are returned. Suppliers with good 
records can be certified, and such suppliers will not be subject to complete 
inspection subsequently.

Total quality management is an organization-wide effort centered on qual-
ity to improve performance that involves everyone and permeates every 
aspect of an organization to make quality a primary strategic objective. It is 
a way of managing an organization to ensure the satisfaction at every stage 
of the needs and expectations of both internal and external customers.

In case of construction projects, an organizational framework is estab-
lished and implemented mainly by three parties: owner, designer/consul-
tant, and contractor. Project quality is the result of aggressive and systematic 
application of quality control and quality assurance. Figure 10.12 illustrates 
Juran’s triple concept applied to construction.

Construction projects being unique and nonrepetitive in nature need 
specified attention to maintain quality. Each project has to be designed and 
built to serve a specific need. TQM in construction projects typically involves 
ensuring compliance with minimum standards of material and workman-
ship in order to ensure the performance of the facility according to the 
design. TQM in a construction project is a cooperative form of doing the 
business that relies on the talents and capabilities of both labor and manage-
ment to continually improve quality. The important factor in construction 
projects is to complete the facility as per the scope of works to customer/
owner satisfaction within the budget and to complete the work within the 
specified schedule to meet the owner’s defined purpose. Figure 10.13 shows 
various elements influencing the quality of construction.
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Triple role concept applied to construction. (From CII Publication 10-10. Reprinted with per-
mission of CII, University of Texas.)
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Oberlender (2000) has observed:

Quality in construction is achieved by the people who take pride in their 
work and have the necessary skills and experience to do the work. The 
actual quality of construction depends largely upon the control of con-
struction itself, which is the principle responsibility of the contractor. . . . 
What is referred to today as “quality control,” which is a part of a quality 
assurance program, is a function that has for years been recognized as 
the inspection and testing of materials and workmanship to see that the 
work meets the requirements of the drawings and specifications. (p. 278)

Crosby’s quality definition is “conformance to requirements” and that 
of Oakland is “meeting the requirements.” Juran’s philosophy of quality is 
“ fitness for use or purpose.”

Based on the philosophies of quality gurus, quality of construction proj-
ects can be evolved as follows:

 1. Properly defined scope of work

 2. Owner, project manager, design team leader, consultant, and con-
structor’s manager are responsible to implement quality

 3. Continuous improvement can be achieved at different levels as follows:

 a. Owner—Specify the latest needs

 b. Designer—Specification should include the latest quality materi-
als, products, and equipment

 c. Constructor—Use the latest construction equipment to build the 
facility

 4. Establishment of performance measures

 a. Owner

 i. To review and ensure that designer has prepared the contract 
documents that satisfy his needs

 ii. To check the progress of work to ensure compliance with the 
contract documents

 b. Consultant

 i. As a consultant designer, to include the owner’s requirements 
explicitly and clearly define them in the contract documents

 ii. As a supervision consultant, supervise contractor’s work as 
per contract documents and the specified standards

 c. Contractor—To construct the facility as specified and use the 
materials, products, and equipment that satisfy the specified 
requirements

 5. Team approach—Every member of the project team should know 
that TQM is a collaborative effort, and everybody should participate 
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in all the functional areas to improve the quality of the project work. 
They should know that it is a collective effort by all the participants.

 6. Training and education—Both consultant and contractor should 
have customized training plans for their management, engineers, 
supervisors, office staff, technicians, and laborers.

 7. Establish leadership—Organizational leadership should be estab-
lished to achieve the specified quality. Encourage and help the staff 
and laborers to understand the quality to be achieved for the project.

These definitions when applied to construction projects relate to the 
 contract specifications or owner/end user requirements to be formulated in 
such a way that construction of the facility is suitable for the owner’s use or 
meets the owner’s requirements. Quality in construction is achieved through 
the complex interaction of many participants in the facilities development 
process.

The quality plan for construction projects is part of the overall project doc-
umentation consisting of the following:

 1. Well-defined specification for all the materials, products, compo-
nents, and equipment to be used to construct the facility

 2. Detailed construction drawings

 3. Detailed work procedure

 4. Details of the quality standards and codes to be compiled

 5. Cost of the project

 6. Manpower and other resources to be used for the project

 7. Project completion schedule

Figure 10.14 illustrates functional relationships between various 
participants.

Table 10.4 identifies the key quality assurance activities that would take 
place during the life cycle of a typical construction project. These activities 
are performed by all the participants of the construction projects at various 
phases/stages of the project.

Ishikawa (1985) has set forth 10 principles to improve quality assurance 
and to eliminate unsatisfactory relations between the purchaser (vendee) 
and the supplier (vendor). Table 10.5 summarizes the quality control prin-
ciples and their application in construction projects.

In order to process the construction project in an effective and efficient 
manner and to improve control and planning, construction projects are 
divided into various phases. In traditional thinking, there are five phases of 
a construction project life cycle, which are further broken down into various 
activities. These are conceptual design, preliminary design, detailed engi-
neering, construction, and commissioning and handing over.
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FIGURE 10.14
 Juran’s triple role-functional relationship. (From CII Publication 51. Reprinted with permission 
of CII, University of Texas.)

TABLE 10.4

Key Quality Assurance Activities on a Typical Construction Project

Client Design Consultant Contractor

Establish project brief/
objectives/specification 
(include QA conditions)

Carry out tender review, 
prepare outline PQP, and 
submit

Accept outline PQP

Place contract Set up project team, carry out 
contract review, prepare PQP

Approve PQP Submit for approval

Approve DQP Prepare DQP, if appropriate

Approve key drawings Prepare drawings

Approve calculations Prepare calculations, carry out 
design reviews, prepare 
detailed specifications

Monitor design 
consultant’s activities 
by audit

Issue enquires for construction 
work, including QA 
conditions

Carry out tender review, 
prepare QA submission

Carry out bid appraisal assess 
QA submission

continued
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TABLE 10.4 (continued)

Key Quality Assurance Activities on a Typical Construction Project

Client Design Consultant Contractor

Place contract with QA 
conditions

Carry out contract review 
setup site team

Approve PQP Prepare PQP and submit for 
approval

Approve shop drawings and 
other documents

Place subcontracts, including 
QA condition when 
appropriate to work package. 
Include requirement for 
documentation submissions, 
approvals, and records

Receive DQPs from 
subcontractors for approval 
before commencement of 
work

Approve DQPs Prepare DQPs for own work if 
required

Project management contract. 
Conduct progress meeting. 
Monitor work by inspection 
test and review of 
documentation

Place “hold points,” and so on, 
on DQPs to monitor work 
packages. Approve DQPs

Monitor off-site work against 
DQPs

Carry out audits per agreed-
upon schedules

Carry out goods inwards 
inspection per agreed 
procedure

Control work on site against 
PQP. DQPs, inspection 
checklist, and so on

Carry out audits on- and 
off-site per agreed audit 
schedule

Generate records as 
construction proceeds

Mark up drawing to as-built 
state

Prepare handover packages 
and submit

Accept documentation 
package

Check handover package and 
submit with design records

Source: Thorpe, B., Sumner, P., and Duncan, J. 1996. Quality Assurance in Construction. Reprinted 
with permission from Ashgate Publishing Limited.

Note: This table identifies the key quality assurance activities during the life cycle of a typical 
construction project, from project initiation to handover.
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TABLE 10.5

Ten Quality Control Principles to Improve Vendee–Vendor Relations

Principle Ishikawa Principle Application in Construction Projects

Principle 1 Both vendee and vendor are fully 
responsible for the quality control 
application and harmonizing their 
quality control systems

The owner, consultant, and contractor 
are fully responsible for application of 
quality control to meet the defined 
scope of work in the contract 
documents

Principle 2 Both vendee and vendor should be 
independent of each other and 
respect the independence of the 
other party

The contractor shall follow an 
agreed-upon quality control plan, and 
the consultant shall be responsible for 
overseeing compliance with contract 
documents

Principle 3 The vendee is responsible for 
supplying clear and adequate 
information and requirements to 
the vendor so that the vendor can 
know precisely how and what 
should be manufactured

The consultant is responsible for 
providing the owner’s requirements 
explicitly and clearly defining them in 
the contract documents

Principle 4 Both vendee and vendor, before 
entering into business transactions, 
should conclude a rational contract 
between them in respect to quality, 
quantity, price, delivery systems, 
and method of payment

The contractor should study all the 
documents during the tendering/
bidding stage and submit his proposal 
taking into consideration all the 
requirements specified in the contract 
documents

Principle 5 The vendor is responsible for the 
assurance of quality that will give 
satisfaction to the vendee, and he 
is also responsible for submitting 
necessary and actual data upon the 
vendee’s request

The contractor is responsible for 
constructing the facility as specified 
and using materials, products, 
equipment, and methods that satisfy 
the specified requirements. The 
contractor shall follow the submittal 
procedure specified in the contract 
documents

Principle 6 Both vendee and vendor should 
decide the evaluation method of 
various items beforehand, which 
will be accepted as satisfactory to 
both parties

Method of payment (work progress, 
material, equipment, etc.) to be clearly 
defined in the contract documents. 
Rate analysis of BOQ or BOM item to 
be agreed upon before signing of the 
contract

Principle 7 Both vendee and vendor should 
establish in their contract the 
systems and procedures through 
which they can amicably settle 
disputes whenever any problems 
occur

Contract documents should include a 
clause to settle disputes arising during 
the construction stage itself

Principle 8 Both vendee and vendor, taking into 
consideration the other party’s 
standing, should exchange the 
information necessary to carry out 
better quality control

Each member of the project team 
should participate in all the functional 
areas to improve the quality of the 
project

continued
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Participation of all three parties at different levels during construction is 
required to develop a quality system and apply quality tools and techniques. 
With the application of various quality principles, tools, and methods by all 
the participants at different stages of construction, rework can be reduced, 
resulting in savings in the project cost and making the project qualitative 
and economical. This will ensure completion of a construction project and 
make the project qualitative, competitive, and economical in a way that will 
meet the owner’s needs and specification requirements.

There are several types of contracting system that these parties are involved 
in at different levels of contracts. The following are the types of contracting 
systems that are normally used in building and civil engineering construction:

 1. Design/bid/build-type contracting system (traditional contracting 
system)

 2. Design/build-type contracting system

 3. Project manager-type contracting system

 4. Construction manager-type contracting system

 5. Guaranteed maximum price

 6. Build–own–operate–transfer

 7. Turnkey contract

Design/Bid/Build

In this method, the owner contracts design professionals to prepare detailed 
design and contract documents. These are used to receive competitive bids 

TABLE 10.5 (continued)

Ten Quality Control Principles to Improve Vendee–Vendor Relations

Principle Ishikawa Principle Application in Construction Projects

Principle 9 Both vendee and vendor should 
always perform control business 
activities sufficiently, such as 
ordering, production and 
inventory planning, clerical work, 
and systems, so that their 
relationship is maintained and 
remains amicable and satisfactory

The contractor should perform the 
work per the agreed-upon 
construction program and hand over 
the project per the contracted 
schedule. The contractor is 
responsible for providing all the 
resources, manpower, material, 
equipment, and so on, to build the 
facility per specifications

Principle 10 Both vendee and vendor, when 
dealing with business transactions, 
should always take full account of 
the consumer’s interests

The contractor should build the facility 
as stipulated in the contract 
documents, plan, and specifications 
within budget and on schedule to 
meet the owner’s objectives

Source: K. Ishikawa, 1985. What Is Total Quality Control? The Japanese Way. David J. Lu, tr. 
Reprinted with permission from Pearson Education, Inc.
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from the contractors. A design/bid/build contract has a well-defined scope 
of work. This method involves three steps:

 1. Preparation of complete detailed design and contract documents for 
tendering

 2. Receiving bids from prequalified contractors

 3. Award of contract to successful bidder

In this method, two separate contracts are awarded, one to the designer/
consultant and one to the contractor. In this type of contract structure, design 
responsibility is primarily that of the architect or engineer employed by the 
client and the contractor is primarily responsible for construction only. In most 
cases, the owner contracts the designer/consultant to supervise the construc-
tion process. These types of contracts are lump-sum, fixed-priced contracts. 
Any variation, or change, during the construction needs prior approval from 
the owner. Since a complete design is prepared before construction, the owner 
knows the cost of the project, time of completion of the project, and the config-
uration of the project. The client, through the architect or engineer, retains con-
trol of design during construction. This type of contracting system requires 
considerable time; each step must be completed before starting the next step. 
Figure 10.15 illustrates the design/bid/build type of contract relationship.

Design/Build

In a design/build contract, the owner contracts a single firm to design 
and build the project. In this type of contracting system, the contractor is 

Project owner

Architect/
engineer 

(consultant)
Main contractor

Subconsultants Subcontractor
Mechanical

subcontractor 
Electrical

subcontractor 

FIGURE 10.15
Design/bid/build-type contracting system.
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appointed based on an outline design or design brief to understand the proj-
ect owner’s intent. The owner has to clearly define his or her needs and scope 
of work before the signing of the contract. It is imperative that the project 
definition be understood by the contractor to avoid any conflict, as the con-
tractor is responsible for detailed design and construction of the project. A 
design/build type of contract is often used to shorten the time required to 
complete a project. Since the contract with the design/build firm is awarded 
before starting any design or construction, a cost plus contract or reim-
bursable arrangement is normally used instead of lump-sump, fixed-cost 
arrangement. This type of contract requires extensive involvement on the 
part of the owner during the entire life cycle of the project. He or she has to 
be involved in making decisions during the selection of design alternatives 
and the monitoring of costs, schedules, and quality during construction and, 
therefore, the owner has to maintain/hire a team of qualified professionals 
to perform these activities. Design/build contracts are used for relatively 
straightforward work, where no significant risk or change is anticipated and 
when the owner is able to specify precisely what is required. Figure 10.16 
illustrates the design/build type of contract relationship.

Project Manager

A project manager contract is used when the owner decides to turn over the 
entire project management to a professional project manager. In the project 
manager type of contract, the project manager is the owner’s representative 
and is directly responsible to the owner. The project manager is responsible 
for planning, monitoring, and managing the project. In its broadest sense, the 
project manager has responsibility for all the phases of the project from incep-
tion of the project until the completion and handing over of the project to the 
owner/end user. The project manager is involved in giving advice to the owner 
and is responsible for the appointment of design professionals, consultants, 

Project owner

Design/build
contractor  

Specialist
subcontractor 

Civil
subcontractor

Mechanical
subcontractor

Electrical
subcontractor

Specialist
contractor

FIGURE 10.16
Design/build-type contracting system.
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supervision firm, and selection of the contractor who will  implement the  project. 
Figure 10.17 illustrates the project manager type of contract relationship.

Construction Manager

In this method, the owner contracts a construction management firm to coor-
dinate the project and to provide construction management services. The 
construction management type of contract system is a four-party arrange-
ment involving the owner, designer, construction management firm, and 
contractor. The construction manager provides advice to the owner regard-
ing cost, time, safety, and about the quality of materials/products/systems to 
be used on the project. The architect/engineer or supervisor is responsible 
for maintaining the construction quality and supervising the construction 
process. The basic prerequisite for the construction manager type of contract 
is that the firm be knowledgeable and capable of coordinating all aspects of 
the project to meet the intended use of the project by the owner. There are 
two general types of construction manager type of contracts. These are

 1. Agency construction manager

 2. At-risk construction manager

The agency construction manager acts as an advisor to the owner/ 
client, whereas the at-risk construction manager is responsible for on-site 

Owner

Project manager

Architect/
engineer 

(consultant)
Main contractor

Subconsultants Subcontractor
Mechanical

subcontractor 
Electrical

subcontractor 

FIGURE 10.17
Project manager-type contracting system.
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performance and actually performs some of the project work. The agency 
construction manager firm performs no design or construction, but assists 
the owner in selecting design firms and contractors to implement the project. 
Figure 10.18 illustrates the agency construction manager type of relationship.

Guaranteed Maximum Price

In this method, the contractor is compensated for the actual costs incurred in 
connection with design and construction of the project, plus a fixed fee—all 
subject, however, to a ceiling above which the client is not obligated to pay. 
A  guaranteed maximum price contract specifies a target profit (or fees), a 
price ceiling (but not for a profit ceiling or floor), and a profit (or fee) adjust-
ment formula. These elements are all negotiated at the outset. The guar-
anteed maximum price contract combines construction management with 
design/build. With a guaranteed maximum price contract, amounts below 
the maximum are typically shared between the client and the contractor, 
while the contractor is responsible for absorbing the cost above the maxi-
mum. Any changes due to specific instructions issued by the owner fall out-
side the scope of the guaranteed price. A cost plus guaranteed maximum 
price, as it is also known, type of contract is typically used

• When time pressure requires letting of the contract before design 
development is sufficiently advanced to allow a conventional lump-
sum type of contract to be fixed

• If this type of contract is likely to be less costly than other types

• When financing or other constraints preclude the use of alternatives 
such as two-stage contract of construction management

Project owner

Construction
manager

Architect/
engineer

(consultant)
Main contractor

Sub-
consultants

Concrete
subcontractor

Mechanical
subcontractor 

Electrical
subcontractor

Subcontractor

FIGURE 10.18
Construction manager-type contracting system.
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• If it is impractical to obtain certain types of services with improved 
delivery or technical performance, or quality without the use of this 
type of contract

In this method, the contractor and owner know that the drawings and 
specifications are not complete, and the contractor and owner agree to work 
together to complete the drawings and specifications as provided in the con-
tract agreement. This type of contract is weighted heavily in favor of the 
owner. The contractor takes on all the risk in this type of contracting system. 
Value engineering studies are conducted to identify design alternatives to 
help the project contractor maintain the budget and schedule. This type of 
contract needs

• The contractor’s tendering/bidding department should have ade-
quate information to provide the necessary data to support negotia-
tion of final cost and incentive price revision

• Adequate cost pricing information for establishing a reasonable firm 
target price at the time of initial contract negotiation

• High administration cost from the owner side to monitor what the 
contractor is actually spending to get the benefit of underspending

• Evaluation of a minimum of two or three proposals for any major 
subcontract work

In certain guaranteed maximum price (GMP) contracts, the owner monitors 
and controls the contractor’s expenses toward the project resources such as 
construction equipment, machinery, manpower, and staff on a monthly basis 
by fixing the basic price and profit percentage agreed upon at the initial stage.

Build–Own–Operate–Transfer

This type of method is generally used by governments to develop public 
infrastructure by involving the private sector in financing, designing, operat-
ing, and managing the facility for a specified period and then transferring the 
facility to the same government free of charge. The terms BOOT (Build-Own-
Operate-Transfer) and BOT (Build-Own-Transfer) are used synonymously.

Examples of BOT projects include

• Airports

• Bridges

• Motorways/toll roads

• Parking facilities

• Tunnels

Certain countries allow the private sector to develop commercial and 
 recreational facilities on government land through the BOT scheme.
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The Turnkey Contract

As the name suggests, these are the types of contracts where, upon com-
pletion, one turns a key in the door and finds everything working to full 
 operating standards. In this type of method, the owner employs a single firm 
to undertake design, procurement, construction, and commissioning of the 
entire work. The firm is also involved in management of the project during 
the entire process of the contract. The client is responsible for preparation of 
their statement of requirements, which becomes the strict responsibility of 
the contractor to deliver. This type of contract is used mainly for the process 
type of project and is sometimes called engineering, procurement, and con-
struction (EPC).

There are two general types of owners: single-builder owners and 
 multiple-builder owners. Single-builder owners are organizations that do not 
have a need for projects on a repetitive basis, normally have a limited project 
staff, and contract all design and construction activities to outside organiza-
tions. They usually handle projects with a design/bid/build or construction 
management contract. Multiple-builder owners are generally large organi-
zations that have a continual need for projects and generally have a staff 
assigned to project work. They typically handle small-sized, short- duration 
projects by design/bid/build. For a project in which they desire extensive 
involvement, a design/build, construction management, or an owner/agent 
contract arrangement is often used.

All the foregoing contract deliverable systems follow generic life cycle 
phases of a construction project; however, the involvement/participation of 
various parties differs depending on the type of deliverable system adapted 
for a particular project.

In case of the design/build type of deliverable system, the contractor 
is contracted right from the early stage of the construction project and is 
responsible for design development of the project. Figure 10.19 shows the 
typical logic flow diagram for the design/bid/build type of construction 
project, and Figure 10.20 shows the diagram for the design/build type 
of contracting system. Details of activities performed during the various 
phases of the design/bid/build type of contract delivery system are dis-
cussed in related sections.

Conceptual Design

Conceptual design is the first phase of the construction project life cycle. 
The conceptual design is initiated once the need is recognized. In this phase, 
the idea is conceived and given an initial assessment. Conceptual design, or 
the design development phase, is often viewed as most critical to achieving 
outstanding project performance. During the conceptual phase, the environ-
ment is examined, forecasts are prepared, objectives and alternatives are 
evaluated, and the first examination of the technical performance, cost, and 
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FIGURE 10.19
Logic flow diagram for construction projects: design/bid/build.



318 Project Management for the Oil and Gas Industry

Client

Initiation (**  If required)
Selection of consultant

(designer) 

**
Client

Develop alternatives
Client (inhouse designer)/

consultant (designer)

Concept design
Comments

Client
review

Client/consultant

Not approved

Develop concept design Client/consultant

Contract conditions Consultant/client

BID

Selection of
design/build contractor 

Client

Schematic design Contractor (design/build)

Schematic design

Comments
Authority
approval

Client/consultant/authority

Not approved

Comments
Client
review Client/consultant

Not approved
Value

engineering
VE timing may vary/may be multiple

Detailed design Contractor (design/build)

Detailed design
Comments

 Client
review

Client/consultant

Not approved

Approved

Approved

Approved

Contract documents Contractor (design/build)

Construction
Construction Contractor

Testing, commissioning,
and handover

Testing, commissioning, and
handover 

Contractor/client/consultant
(supervision)

Client/userProject complete

Initiation of
need/project 

FIGURE 10.20
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time objectives of the project is made. The conceptual phase includes

• Identification of need by the owner, and establishment of main goals

• Feasibility study, which is based on owner’s objectives

• Identification of project team by selecting other members and alloca-
tion of responsibilities

• Identification of alternatives

• Financial implications, resources, based on estimation of life cycle 
cost of the favorable alternative

• Time schedule

• Development of concept design

The most significant impacts on the quality in a project occur during the 
conceptual phase. This is the time when specifications, statement of work, 
contractual agreements, and initial design are developed. Initial planning 
has the greatest impact on a project because it requires the commitment of 
processes, resources schedules, and budgets. A small error that is allowed to 
stay in the plan is magnified several times through subsequent documents 
that are second or third in the hierarchy.

Figure 10.21 shows major activities in the conceptual design phase.

Identification of Need

Most construction projects begin with recognition of the new facility. The 
owner of the facility could be an individual, a public/private sector company, 
or a governmental agency. The need for the project is created by the owner 
and is linked to the financial resources available to develop the facility. The 
owner’s needs are quite simple and are based on the following:

• To have best use of the money, that is, to have maximum profit or 
services at a reasonable cost

• On-time completion, that is, to meet the owner’s/user’s schedule

• Completion within budget, that is, to meet the investment plan for 
the facility

The conceptual design is initiated once the owner’s need is recognized. 
Therefore, it is important that the owner defines the requirements and objec-
tives of the potential project clearly at the start of the formulation of design. 
The need statement is an expression of an unfulfilled requirement. It pro-
vides a specifically focused requirement that can be addressed as a way of 
providing a solution.

The owner’s need must be well defined, indicating the minimum require-
ments of quality and performance, an approved main budget, and required 
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completion date. Sometimes, the project budget is fixed and, therefore, the 
quality of the building system, materials, and completion of the project 
needs to be balanced with the budget.

Figure 10.22 illustrates a preliminary appraisal and the steps in the project 
identification.

Feasibility

Once the owner’s need is identified, the traditional approach is pursued 
through a feasibility study or an economical appraisal of owner needs or 

Owner/end user

Need
feasible

No
Owner

Yes

Owner

Consultant

Financial implications/resources Consultant

Consultant

No Evaluation
of alternatives

Project team

Yes

Designer

Identification of project team
members 

Identification of alternatives

Time schedule

Stop

Development of
concept design 

Identification of
need 

FIGURE 10.21
Major activities in the conceptual design phase.
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benefits, also taking into account the many relevant moral, social, environ-
mental, and technical constraints. The feasibility study takes its starting 
point from the output of the project identification need.

ICE (1996) listed some of the investigations to be carried out for a major 
project. These are as follows:

• Outline design

• Studies of novel requirements and risks

• Public consultation

• Geotechnical study of site, sources of materials, storage areas, and 
access routes

• Environmental impact analysis

• Health and safety studies

• Testing for contaminated land and requirements for the disposal of 
waste

• Estimates of capital and operating costs

Develop project options
(in outline)

Prepare outline
forecasts

Market demand
and supply

Financial
management

Review existing
situation

Establish
constraints

Establish evaluation
criteria

Define objectives

Preliminary
appraisal

Confirm evaluation
criteria

Risk analysis
Recommend whether or not to

proceed to feasibility stage

FIGURE 10.22
Steps in project identification. (From R. K. Corrie, Engineering Management Project Evaluation, 
1991. Reprinted with permission from Thomas Telford Publishing, UK.)
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• A master program of work, expenditure, and financing

• Assessment of funding

Depending on the circumstances, the feasibility study may be short or 
lengthy, simple or complex. In any case, it is the principle requirement in 
project development as it gives the owner an early assessment of the viability 
of the project and the degree of risk involved. The outcome of the feasibility 
study helps select a defined project that meets the stated project objectives, 
together with a broad plan of implementation. Figure 10.23 illustrates vari-
ous stages for a feasibility study.

Technical studies are performed to analyze that the proposed facility 
is suitable for intended use by the owner/user. The proposed project is 
economically feasible if the total value of the benefits that result from the 
project exceeds the cost that results from the project. Economic feasibility 
depends on technical feasibility because the facility must be suitable for 
intended use. Financial feasibility may or may not be related to economic 
feasibility.

The project study is usually performed by the owner through his own 
team or by engaging individuals/organizations involved in preparation of 
economic and financial studies. Once the project definition has been ascer-
tained, the owner selects other team members of the project and finalizes the 
contract delivery system for the project. If the feasibility study shows that 
the objectives of the owner are best met through the ideas generated, then 
the owner will select and engage a project team based on the  project delivery 
system to develop his notional ideas into a more workable form.

Technical
studies

Project
development

Selected options
(in tentative ranking order)

Options for
evaluation

Start next
stage

Outline
design and

costs

Market
demand

estimates

Impact appraisal

Project
development

and
impact appraisal

Project evaluation Conclusions and recommendations

Economic
assessment

Financial
assessment

Assessment
framework

Conclusions
and decisions

Risk analysis

�e plan for
next stage

Environmental
and social

assessments

FIGURE 10.23
Project feasibility stages. (From R. K. Corrie, Engineering Management Project Evaluation, 1991. 
Reprinted with permission from Thomas Telford Publishing, UK.)
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Identification of Project Team

Most construction projects involve three major groups or parties:

 1. Owner: A person or an organization that articulated the need for the 
facility and is responsible for arranging the financial resources for 
the creation of the facility.

 2. Designer/consultant: This consists of architects, engineers, or con-
sultants. They are the owner’s appointed entity accountable for con-
verting the owner’s conception and need into a specific facility with 
detailed directions through drawings and specifications, within 
the economic objectives and schedule. They are responsible for the 
design process and assist the owner in preparation of tender and 
contract documents. The owner may engage the designer to super-
vise construction.

 3. Contractor: A construction firm engaged by the owner to complete 
the specified facility by providing the necessary staff, workforce, 
materials, equipment, tools, and other accessories to complete the 
project to the satisfaction of the owner/end user in compliance with 
the contract documents.

The owner is the first member of the project team. The owner’s relation-
ship with other team members and his or her responsibilities depend on 
the type of deliverable system the owner would prefer to go with. There are 
many types of contract delivery systems; however, design/bid/build is the 
most predominantly used contracting system preferred by the owners.

For the design/bid/build type of contract system, the first thing the owner 
has to do is select design professionals/consultants. Generally, the owner 
selects a designer/consultant with whom he or she has worked before with 
satisfactory results. The owner can use his or her preferred designer/con-
sultant or select one by obtaining proposals from several design profession-
als/consultants. The owner may contract a designer or A&E to provide site 
supervision during the construction process. Thus, the designer or A&E firm 
acts as the prime professional to design the project and also supervises the 
construction.

Once the project delivery system is finalized and the designer/consultant 
is selected and contracted by the owner to proceed with the project design, 
a TOR is issued to the designer/consultant to prepare a design proposal and 
contract documents. A TOR is a document that describes the purpose and 
structure of a project. It gives the project team a clear understanding of the 
development of the project.

Table 10.6 illustrates the typical requirements of project team members. 
Table 10.7 illustrates the typical responsibilities of project team members. 
Figure 10.24 illustrates the responsibilities of different parties.
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The TOR generally requires the designer (consultant) to perform the 
following:

• Predevelopment studies, which includes data collection and analysis 
related to the project

• Development of conceptual alternatives

• Evaluation of conceptual alternatives and selection of preferred 
alternatives in consultation with the owner

• Preparation of preliminary design, budget, and schedule and obtain-
ing authorities’ approvals

• Preparation of detailed design and contract documents for tender-
ing purpose

Table 10.8 illustrates the contribution of various participants during all the 
phases of the construction project life cycle for the design/bid/build type of 
contracting system.

Identification of Alternatives

Table 10.9 shows a quantitative comparison of functional alternatives to cost 
alternatives that may be analyzed to select the preferred alternative.

Each alternative is based on a predetermined set of performance  measures 
to meet the owner’s requirements. In case of construction projects, it is mainly 

TABLE 10.6

Typical Requirements of Project Team Members

Owner/Project Manager Design Professional or A&E Constructor

Adequate function and 
appearance of the new 
facility

An adequate project scope 
definition

An adequate budget

A well-defined set of 
contract documents

Project completion on time 
and within budget

A reasonable schedule
Timely decisions from the owner

Timely decisions from the 
owner and design 
professional

Desirable balance of life cycle 
and initial capital costs

Realistic and fair sharing of 
project risks

Realistic and fair sharing 
of project risks

Addressing of 
environmental, health, 
permitting, safety, user 
impacts, and sustainable 
development considerations

Adequate communication with 
the owner regarding 
performance

A fair and reasonable process for 
resolving disputes

Adequate communication 
with the owner 
regarding performance

A fair and reasonable 
process for resolving 
disputes

A fair and reasonable process 
for resolving disputes

Timely payment and a 
reasonable profit

Timely payment and a 
reasonable profit

Source: American Society of Civil Engineers, Quality in the Constructed Project, 2000. Reprinted 
with permission from ASCE.



325Managing Construction Projects in Oil and Gas

the extensive review of development options that are discussed between the 
owner and the designer/consultant. The consultant engineer provides engi-
neering advice to the owner to enable him to assess its feasibility and the rel-
ative merits of various alternative schemes to meet his requirements. Social, 
economical, and environmental impacts, functional capability, safety, and 
reliability should be taken into account while considering the development 
of alternatives. Each alternative is evaluated based on the predetermined set 
of performance measures to meet the owner’s requirements. Figure 10.25 
summarizes the general steps in the systematic process of studying project 
alternatives and evaluating associated impacts.

Quantitative comparison and evaluation of conceptual alternatives are 
carried out by considering the advantages and disadvantages of each item 
systematically. The designer makes a brief presentation to the owner, and 
the project is selected based on preferred conceptual alternatives. Various 
possibilities are considered during this stage, and the technological and 
economical feasibility is assessed and compared to select the best possible 
alternative.

TABLE 10.7

Typical Responsibilities of Project Team Members

Owner/Project Manager

Design Professional or 

A&E Constructor

Fulfillment of contractual 
obligations to other team 
members, including furnishing 
site and related information, and 
timely payment

Fulfillment of contractual 
obligations to other team 
members

Fulfillment of contractual 
obligations to other team 
members

Compliance with applicable laws, 
regulations, codes, standards, 
and practices

Compliance with applicable 
laws, regulations, codes, 
standards, and practices

Compliance with applicable 
laws, regulations, codes, 
standards, and practices

Provision of adequate funding Fulfillment of professional 
standards

Interpretation of plans and 
specifications

Provision of necessary real estate 
or rights of way

Development and drafting 
of well-defined contract 
documents

Construction of facility as 
described in contract 
documents

Provision of project goals and 
objectives

Responsiveness to project 
schedule, budget, and 
program

Management of construction 
site activities and safety 
program

Fulfillment of insurance and legal 
requirements

Provision of construction-
phase design services

Management, quality 
control, and payment of 
subcontractors and vendors

Assignment of site safety 
responsibility

Acceptance of completed facility

Source: American Society of Civil Engineers, Quality in the Constructed Project, 2000. Reprinted 
with permission from ASCE.
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Decide whether to proceed
and how to fund project
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FIGURE 10.24
Division of responsibility. (From Civil Engineering Procedure by ICE. Reprinted with permission 
from Thomas Telford Publishing, UK.)
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TABLE 10.8

Contribution of Various Participants (Design/Bid/Build Type of Contracts)

Phase

Example of Contribution

Owner Designer Contractor

Conceptual 
design

Identification of need
Selection of 

alternative
Selection of team 
members

Approval of time 
schedule

Approval of budget
TOR

Feasibility
Development of 
alternatives

Cost estimates
Schedule
Development of concept 
design

Preliminary 
design

Approval of 
preliminary 
(schematic) design

Develop general 
layout/scope of 
facility/project

Regulatory approval
Budget
Schedule
Contract terms and 
conditions

Detailed design Approval of budget
Approval of time 
schedule

Approval of design
Contract negotiation
Signing of contract

Development of 
detailed design

Authorities’ approval
Detailed plan
Budget
Schedule
BOQ
Tender documents
Evaluation of bids

Collection of tender 
documents

Preparation of 
proposal

Submission of bid

Construction Approve 
subcontractors

Approve contractor’s 
core staff

Legal/regulatory 
clearance

Site works instruction
Variation order
Payments

Supervision
Approve plan
Monitor work progress
Approve shop drawings
Approve material
Recommend payment

Execution of work
Contract 
management

Selection of 
subcontractors

Selection of core staff
Planning
Resources
Procurement
Quality
Safety

Testing, 
commissioning, 
and handover

Training
Acceptance of project
Substantial 
completion 
certificate

Payments

Witness tests
Check closeout 
requirements

Recommend takeover
Recommend issuance of 
substantial completion 
certificate

Testing
Commissioning
Authorities’ 
approvals

Documents
Training
Handover
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Financial Implications/Resources

The next step is to refine cost estimates for the conceptual alternatives as this 
is required by the owner to determine the capital cost of construction, so that 
he or she can arrange the finances. It is the owner’s responsibility to provide 
an approved maximum finance to complete the facility. It is required that the 
owner formulate his or her thoughts on project financing, as the financial 
conditions will affect the possible options from the beginning. Normally the 
following points should be considered:

 1. What are the sources of funding?

 2. What criteria or rules apply?

 3. How could the project best respond to those rules?

In case any funding agency is involved in financing the project, it 
may impose certain conditions that affect the project feasibility and 

TABLE 10.9

Conceptual Alternatives

Functional Alternatives Cost Alternatives

Materials handling methods
Traffic flow arrangements (patterns in air, water, land, 
people, or products)

Types of travel modes (vehicle type, size, style)
Method to provide fish passage at barriers in waterways
Space allocations
Clear-span requirements in buildings
Public/private (joint development) options
Methods to avoid or minimize impacts to the natural 
environment

Design cost
Capital cost of construction
Operation and maintenance costs
Life expectancy or design-life 
periods

Return on investment
Project phasing (initial opening or 
operating segments)

Extra cost for aesthetics
Cost/benefit ratios

Source: American Society of Civil Engineers, Quality in the Constructed Project, 2000. Reprinted 
with permission from ASCE.
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• Define owner’s goals and
   objectives
• Define expectations of other
   stakeholders
• Define constraints      
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• Identify future needs
• Consider “no-build”
• Analyze future needs  
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Framework for developing
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• Address pre-established
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Investigating and selecting
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• Quantitative comparison of
   conceptual alternatives
• Selection of preferred
   conceptual alternatives       

FIGURE 10.25
Alternative study and impact analysis process. (From American Society of Civil Engineers, 
Quality in the Constructed Project, 2000. Reprinted with permission from ASCE.)
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implementation. It is likely that such funding agencies may also insist on the 
adoption of a particular contract strategy.

Time Schedule

The duration of a construction project is finite and has a definite beginning 
and a definite end; therefore, during the conceptual phase, the expected 
time schedule for the completion of the project/facility is worked out. The 
expected time schedule is important from both financial and facility acquisi-
tion points of view of the owner/end user. It is the owner’s goal and objective 
that the facility is completed in time. Figure 10.26 illustrates a time schedule 
for a typical construction project.

Development of Concept Design

The selected preferred alternative is the base for development of the  concept 
design. The designer can use techniques such as QFD to translate the owner’s 
need into technical specifications. Figure 10.27 illustrates the house of qual-
ity concept for an office building project based on certain specific require-
ments by the customer.

While developing the concept design, the designer must consider the 
following:

 1. Project goals

 2. Usage

 3. Technical and functional capability

Fourth yearFirst year Second year �ird year

Conceptual design

Preliminary design

Detailed engineering

Construction

Commissioning and handover

FIGURE 10.26
Typical time schedule.
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 4. Aesthetics

 5. Constructability

 6. Sustainability (environmental, social, and economical)

 7. Health and safety

 8. Reliability

 9. Environmental compatibility

 10. Fire protection measures

 11. Supportability during maintenance/maintainability

 12. Cost effectiveness over the entire life cycle (economy)

It is the designer’s responsibility to pay greater attention to improving the 
environment and to achieve sustainable development. Numerous UN meet-
ings (such as the first United Nations conference on Human Development 
held in Stockholm in 1972; the 1992 Earth Summit in Rio de Janeiro; the 2002 
Earth Summit in Johannesburg; the 2005 World Summit; and the Brundtland 
Commission on Environment and Development in 1987) have emphasized 
“sustainability,” whether it be sustainable environment, sustainable eco-
nomic development, sustainable agricultural and rural development, and so 
on. Accordingly, the designer has to address environmental and social issues 
and comply with local environmental protection codes. A number of tools 
and rating systems have been created by LEED (the United States), BREEAM 
(the United Kingdom), and HQE (France) in order to assess and compare 
the environmental performance of the buildings. These initiatives have a 
great impact on how buildings are designed, constructed, and maintained. 
Therefore, during the implementation of building projects, the following 
need to be considered:

 1. Accretion with the environment by using natural resources such as 
sunlight, solar energy, and appropriate ventilation configuration

 2. Energy conservation by energy-efficient measures to diminish 
energy consumption

 3. Environmental protection to reduce environmental impact

 4. Use of materials harmonizing with the environment

 5. Aesthetic match between a structure and its surrounding natural 
and built environment

 6. Good air quality

 7. Comfortable temperature

 8. Comfortable lighting

 9. Comfortable sound

 10. Clean water
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 11. Less water consumption

 12. Integration with social and cultural environment

During the design stage, the designer must work jointly with the owner to 
develop details regarding the owner’s needs and give due consideration to 
each part of the requirements. The owner on his part should ensure that the 
project objectives are

• Specific

• Realistic

• Measurable

• Agreed upon by all the team members

• Possible to complete within the stipulated time

• Within the budget

The following are the requirements for a building construction project, 
normally mentioned in the TOR, to be prepared by the designer during the 
conceptual phase for submission to the owner:

 1. Site plan

 a. Civil

 b. Services

 c. Landscaping

 d. Irrigation

 2. Architectural design

 3. Building and engineering systems

 4. Structural

 a. Mechanical (HVAC)

 b. Public health

 c. Fire suppression systems

 d. Electrical

 e. Low-voltage systems

 f. Others

 5. Cost estimates

 6. Schedules

The designer is required to submit all the above requirements in the form of

• Report

• Drawings
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• Models

• Presentation

Preliminary Design

Preliminary design is mainly a refinement of the elements in the conceptual 
design phase. Preliminary design is also known as schematic design. During 
this phase, the project is planned to a level where sufficient details are avail-
able for the initial cost and schedule. This phase also includes the initial prep-
aration of all documents necessary to implement the facility/construction 
project. The central activity of preliminary design is the architect’s design 
concept of the owner’s objective, which can help make the detailed engineer-
ing and design for the required facility. Preliminary design is a subjective 
process transforming ideas and information into plans, drawings, and speci-
fications of the facility to be built. Component/equipment configurations, 
material specifications, and functional performance are decided during this 
stage. At this stage, the owner can alter the scope and consider alternatives. 
The owner seeks to optimize certain facility features within the constraints 
of other factors such as cost, schedule, vendor capabilities, and so on.

Design is a complex process. Before design is begun, the scope must 
 adequately define deliverables, that is, what will be furnished. These deliv-
erables are design drawings, contract specifications, type of contracts, con-
struction inspection record drawings, and reimbursable expenses.

Preliminary design is the basic responsibility of the architect (designer/
consultant or A&E). In the case of building construction projects, a prelimi-
nary design determines

 1. General layout of the facility/building/project

 2. Required number of buildings/number of floors in each building/
area of each floor

 3. Different types of functional facilities required such as offices, stores, 
workshops, recreation, training centers, parking, and so on

 4. Type of construction such as reinforcement concrete or steel struc-
ture, precast, or cast in situ

 5. Type of electromechanical services required

 6. Type of infrastructure facilities inside the facilities area

 7. Type of landscape

The designer has to consider the following points while preparing the 
 preliminary design:

 1. Concept design deliverables

 2. Calculations to support the design
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 3. System schematics for electromechanical system

 4. Coordination with other members of the project team

 5. Authorities’ requirements

 6. Availability of resources

 7. Constructability

 8. Health and safety

 9. Reliability

 10. Energy conservation issues

 11. Environmental issues

 12. Selection of systems and products that support the functional goals 
of the entire facility

 13. Sustainability

 14. Requirements of all stakeholders

 15. Optimized life cycle cost (value engineering)

General Scope of Works/Basic Design

The purpose of a general scope of works is to provide sufficient informa-
tion to identify the works to be performed and to allow detailed design to 
proceed without significant changes that may adversely affect the project 
budget and schedule.

At the preliminary design stage, the scope must define deliverables, that is, 
what will be furnished. It should include a schedule of dates for delivering 
drawings, specifications, calculations and other information, forecasts, esti-
mates, contracts, materials, and construction. The designer develops a design 
concept with the plan, elevation, and other related information that meet the 
owner’s requirements. The designer also develops a concept of how various 
systems such as heating and cooling systems, communication  systems, and 
so on will fit into the system.

Bennet (2003) has given a list of preliminary design drawings required for 
preliminary approval quoting one building agency of a U.S. state. These are

• The basic design approach drawn at an agreed-upon scale

• Site location in relation to the existing environment

• Relation to master plans

• Circulation

• Organization of building functions

• Functional/aesthetic aspects of the design concepts under study

• Graphic description of critical details

• Visual and functional relationship

• Compatibility with the surrounding environment
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Bennet (2003) further states that the same agency requires the design 
 professional to prepare a narrative description of the following building 
 systems upon completion of schematic design:

• Structure

• Floor grade and systems

• Roof

• Exterior/interior walls and partitions

• Interior finishes

• Sight lines

• Stairs and elevators

• Specialty items

• Electrical systems

• Mechanical systems

• Built-in equipment

• Site construction

Regulatory Approval

Once the preliminary design is approved, it should be submitted to  regulatory 
bodies for their review and approval for compliance with the regulations, 
codes, and licensing procedure.

Budget

Based on the preliminary design, the budget is prepared by estimating the 
cost of activities and resources. The preparation of the budget is an impor-
tant activity that results in a timed phased plan summarizing the expected 
expenses toward the contract and also the income or the generation of funds 
necessary to achieve the milestone. The budget for a construction project 
is the maximum amount the owner is willing to spend for design and con-
struction of the facility that meets the owner’s need. The budget is deter-
mined by estimating the cost of activities and resources and is related to the 
schedule of the project. If the cash flow or resulting budget is not acceptable, 
the project schedule should be modified. It is required that while preparing 
the budget, the risk assessment of the project is also performed.

Schedule

After the preliminary scope of works, the preliminary design and budget for 
the facility/project are finalized; the logic of the construction program is set. 
On the basis of logic, a CPM schedule (bar chart) is prepared to determine 
the critical path and set the contract milestones.
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Contract Terms and Conditions

Normally it is the consultant/designer team that is responsible for  developing 
a set of contract documents that meets the owner’s needs, and specifies the 
required level of quality, budget, and schedule. At this stage, a contract exists 
between the consultant and the client for the development of the project, and 
any good management test will demand that the contract be clearly under-
stood by all parties associated with it. There are numerous combinations 
of contract arrangements for handling the construction projects; however, 
design/bid/build is predominantly used in most construction project con-
tracts. This delivery system has been chosen by owners for many centuries 
and is called the traditional contracting system. In the traditional contracting 
system, the detailed design for the project is completed before tenders for 
construction are invited. The detailed engineering is carried out by the con-
sultant/design professional to make the project qualitative and economical.

Based on the type of contracting arrangements with which the owner 
would like to handle the project, necessary documents are prepared by 
establishing a framework for execution of the project. Generally, FIDIC’s 
model conditions for international civil engineering contracts are used as a 
guide to prepare these contract documents. Preliminary specifications and 
documents are prepared in line with model contract documents.

Value Engineering Study

Value engineering (VE) studies can be conducted at various phases of a 
construction project; however, the studies conducted in the early stage of 
a project tend to provide the greatest benefit. In most projects, VE studies 
are performed during the schematic phase of the project. At this stage the 
design professionals have considerable flexibility to implement the recom-
mendations made by the VE team, without significant impacts on the proj-
ect’s schedule or design budget. In certain countries, for a project over US$5 
million, a VE study must be conducted as part of the schematic design pro-
cess. The team members who perform the VE study depend on the client’s/
owner’s requirement. It is advisable that a SAVE international registered 
 certified value specialist be assigned to lead this study.

Detailed Design

Detailed design is the third phase of the construction project life cycle. 
It follows the preliminary design phase and takes into consideration the 
configuration and the allocated baseline derived during the preliminary 
phase. Detailed design is also known as design development/detailed engineer-
ing. During this phase, all suggested changes are reevaluated to ensure that 
the changes will not detract from meeting the project design goals/objec-
tives. Detailed design involves the process of successively breaking down, 
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analyzing, and designing the structure and its components so that it  complies 
with the recognized codes and standards of safety and performance while 
rendering the design in the form of drawings and specifications that will tell 
the contractors exactly how to build the facility to meet the owner’s need. 
During this phase, detailed design of the work, contract documents, detailed 
plan, budget, estimated cash flow, regulatory approval, and tender/bidding 
documents are prepared. Depending on the type of contract the owner would 
like to have for completing the facility, the designer (consultant) can start pre-
paring the detailed design. The success of a project is highly correlated with 
the quality and depth of the engineering plans prepared during this phase.

Figure 10.28 illustrates major activities in the detailed design phase.

Detailed Design of the Works

The detailed design process starts once the preliminary design is approved 
by the owner. Detailed design is enhancement of work carried out during the 
preliminary stage. During this phase, a comprehensive design of the works 
with a detailed WBS and work packages are prepared. In general, specific and 
detailed scopes of works lead to better-quality projects. The detailed design 
phase is the traditional realm of design professionals, including architects, 
interior designers, landscape architects, and several other disciplines such as 
civil, electrical, mechanical, and other engineers as needed.

Accuracy in the project design is a key consideration of the life cycle of the 
project; therefore, it is required that the designer/consultant be not only an 
expert in the technical field but also should have a broad understanding of 
engineering principles, construction methods, and value engineering. The 
designer must know the availability of the latest products in the market and 
to use proven technology, methods, and materials to meet the owner’s objec-
tives. He or she must refrain from using a monopolistic product, unless its 
use is important or critical for the proper functioning of the system. He or 
she must ensure that at least two or three sources are available in the mar-
ket producing the same type of product that complies with all its required 
features and intent of use. This will help the owner get competitive bidding 
during the tender stage.

The authors of Quality in the Constructed Project (ASCE, 2000) have listed the 
general functions and responsibilities of the design professional as follows:

• Being fully qualified and licensed to offer and provide the services 
contractually undertaken and provided

• Applying appropriate skills to the design

• Being proactive and clear in communication

• Being responsive to the established budget schedule and program

• Making timely interpretation, evaluation, and decisions

• Disclosing fully related external interests
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• Avoiding conflicts of interest

• Complying with applicable codes, regulations, and laws

• Interpreting contract documents impartially

• Representing the owner’s interests as required by contract

• Performing project-specific duties outlined in the contract between 
the design professional and owner

Preparation of detail design Designer

No Coordination
with other trades All trades

Yes

No
Regulatory approval Authorities

Preparation of specifications Designer/Q.S.

Preparation of BOQ Quantity surveyor

Preparation of
schedule 

Scheduler

Budget Preparation of
cash flow

Planner

Preparation of contract
documents 

Q.S./contract
administrator

Bidding/tender Owner

ContractorConstruction

Preliminary design 

FIGURE 10.28
Major activities in the detailed design phase.
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ASCE (2000) further describe that the design professional (or in-house 
design team) can help ensure project quality through several activities, 
including

• Developing a scope of services that meet the owner’s requirements 
and the project goals and objectives

• Developing a design activity plan for the project

• Defining project design guidelines

• Estimating accurately the hours of effort and costs involved in 
achieving a quality design

• Building flexibility into the design activity plan to allow for changes 
and future project development, as well as associated budget and 
schedule revisions

• Developing a realistic schedule with appropriate milestones to con-
firm progress

• Monitoring design progress constantly

Detailed design activities are similar, although more in-depth than the 
design activities in the preliminary design stage. The size, shape, levels, per-
formance characteristics, technical details, and requirements of all the indi-
vidual components are established and integrated into the design. Design 
engineers of different trades have to take into consideration all these at a 
minimum while preparing the scope of works. The range of design work is 
determined by the nature of the construction project.

The following are the aspects of works to be considered by design profes-
sionals while preparing the detailed design. These can be considered as a 
base for the development of design to meet customer requirements and will 
help achieve the qualitative project.

Architectural Design

• Intent/use of building/facility

• Property limits

• Aesthetic look of the building

• Environmental conditions

• Elevations

• Plans

• Axis, grids, levels

• Room size to suit the occupancy and purpose

• Zoning as per usage/authorities requirements

• Identification of zones, areas, rooms
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• Modules to match with structural layout/plan

• Number of floors

• Ventilation

• Thermal insulation details

• Stairs, elevators (horizontal and vertical transportation)

• Fire exits

• Ceiling height and details

• Reflected ceiling plan

• Internal finishes

• Internal cladding

• Partition details

• Masonry details

• Joinery details

• Schedule of doors and windows

• Utility services

• Toilet details

• Required electromechanical services

• External finishes

• External cladding

• Glazing details

• Finishes schedule

• Special equipment

• Fabrication of items, such as space frame, steel construction, retain-
ing wall, having special importance for appearance/finishes

• Special material/product to be considered, if any

• Any new material/product to be introduced

• Conveying system core details

• Ramp details

• Hard and soft landscape

• Parking areas

Concrete Structure

• Type of foundation

• Energy-efficient foundation

• Design of foundation based on field and laboratory tests of soil 
investigation that give the following information:
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 a. Subsurface profiles, subsurface conditions, and subsurface 
drainage

 b. Allowable bearing pressure, and immediate and long-term set-
tlement of footing

 c. Coefficient of sliding on foundation soil

 d. Degree of difficulty for excavation

 e. Required depth of stripping and wasting

 f. Methods for protecting below-grade concrete members against 
impact of soil and groundwater (water and moisture problems, 
termite control, and radon where appropriate)

 g. Geotechnical design parameters such as angle of shear resistant, 
cohesion, soil density, modulus of deformation, modulus of sub-
grade reaction, and predominant soil type

 h. Design loads such as dead load, live load, wind load, and seismic 
load

• Grade and type of concrete

• Size of bars for reinforcement and the characteristic strength of bars

• Clear cover for reinforcement for

 a. Raft foundation

 b. Underground structure

 c. Exposed to weather structure such as columns, beams, slabs, 
walls, and joists

 d. Not exposed to weather columns, beams, slabs, walls, and joists

• Reinforcement bar schedule, stirrup spacing

• Location of columns in coordination with architectural requirements

• Number of floors

• Height of each floor

• Beam size and height of beam

• Superstructure:

 a. Columns

 b. Stairs

 c. Walls

 d. Beams

 e. Slabs

• Deflection that may cause fatigue of structural elements; cracks or 
failure of fixtures, fittings, or partitions; or discomfort to occupants

• Movement and forces due to temperature
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• Equipment vibration criteria

• Reinforcement bar schedule, stirrup spacing

• Shaft and pit for conveying system

• Building services to fit in the building

• Environmental compatibility

• Excavation

• Dewatering

• Shoring

• Backfilling

• Property limits/surrounding areas

Elevator Works

• Type of elevator

• Loading capacity

• Speed

• Number of stops

• Travel height

• Cabin, cabin accessories, cabin finishes, and car operating system

• Door, door finishes, and door system

• Safety features

• Drive, size, and type of motor

• Floor indicators, call button

• Control system

• Cab overhead dimensions

• Pit depth

• Hoist way

• Machine room

• Operating system

HVAC Works

• Environmental conditions

• Air-conditioning calculations

• Room pressurizing and leakage calculations

• Energy consumption calculations

• Air-conditioning calculations for IT equipment rooms

• Selection of chillers, cooling towers



343Managing Construction Projects in Oil and Gas

• Selection of the duct work systems plant and equipment, for  example, 
air-handling units, fan coil units, filters, coils, fans, humidifiers, duct 
heaters, and so on

• Selection of pumps

• Smoke extract ventilation calculations

• Exhaust ventilation calculations (toilets, chemicals storage, base-
ment parking)

• Selection of fans

• Preparation of the plan and section layouts and plant room drawings

• Electrical load calculations

• Comparison of electrical consumption with electrical conservation code

• Ductwork sizing calculations

• Selection of the ductwork components such as balancing dampers, 
constant volume boxes, variable air volume boxes, attenuators, grills 
and diffusers, fire dampers, pressure relief dampers, and so on

• Pipework sizing calculations

• Selection of the inline pipe work components, for example, valves, 
strainers, air vents, commissioning sets, flexible connections, sen-
sors, and so on

• Selection of boilers, pressurization units, air-conditioning calculations

• Pipework and duct work insulation selection

• Details of grills and diffusers, control valves, and so on

• Preparation of equipment schedules

• Control details

• HVAC-related electrical works

• Starter panels, MCC panels, schematic diagram of MCC

• Preparation of point schedule for building management system (BMS)

• Schematic diagram for BMS

Fire Protection System

The fire protection system provides protection against fire to life and prop-
erty. The system is designed taking into consideration the local fire code and 
National Fire Protection Association (NFPA) standards. The system includes 
the following:

• Sprinkler system for fire suppression in all the areas of the building

• Hydrants (landing valve) for professional fighting

• Hose reel for public use throughout the building

• Gaseous fire protection system for communication rooms
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• Fire protection system for diesel generator room

• Size of fire pumps and controls

• Water storage facility

• Interface with other related systems

Plumbing Works

• Maximum working pressure to have adequate pressure and flow of 
water supply

• Maximum design velocity

• Maximum probable demand

• Demand weight of fixture in fixture units for public uses

• Friction loss calculation

• Maximum hot water temperature at fixture outlet

• Water heater outlet hot temperature

• Providing isolating valves to ensure that the system is easily 
maintainable

• Hot water system

• Central water storage capacities

• Size of pumps and controls

• Location of storage tank

• Schematic diagram for water distribution system

Drainage System

While designing the drainage system, the schedule of foul drainage demand 
units and frequency factors for the following items should be considered for 
sizing the piping system, number of manholes, capacity of sump pump, and 
capacity of sump pit:

• Washbasins

• Showers

• Urinals

• Restrooms

• Kitchen sinks

• Other equipment such as dishwashers and washing machines

Electrical System

• Lighting calculations for different areas based on illumination level 
recommended by Commission Internationale de l’Eclairage (CIE)/
Committee de Europeen Normalisation (CEN)/Chartered Institution 
of Building Services (CIBSE) and Isolux diagrams
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• Selection of light fittings, type of lamps

• Exit/emergency lighting system

• Circuiting references, normal as well as emergency

• Power for wiring devices

• Power supply for equipment (HVAC, PH and FF, conveying system, 
and others)

• Sizing of conduits

• Sizing of cable tray

• Sizing of cable trunking

• Selection of wires and cables

• Voltage drop calculations for wires and cables

• Selection of upstream and downstream breakers

• Derating factor

• Sensitive of breakers (degree of protection)

• Selection of isolators

• Schedule of distribution boards, switchboards, and main low-ten-
sion boards

• Location of distribution boards, switch boards and low-tension 
panels

• Short circuit calculations

• Sizing of diesel generator set for emergency supply

• Sizing of transformers

• Schematic diagrams

• Substation layout

• IP ratings (degree of protection)

• Calculations for grounding (earthing) system

• Calculations for lightning protection system

• Interface with other trades

Fire Alarm System

A fire alarm system is designed taking into consideration the local fire code 
and NFPA standards. The system includes the following:

• Conduiting and raceways

• Type of system: analog/digital/addressable

• Type of detectors based on the area and spacing between the detec-
tors and the walls

• Break glass/pull station
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• Type of horns/bells

• Voice evacuation system, if required

• Type of wires and cables

• Mimic panel, if required

• Repeater panel, if required

• Main control panel

• Interface with other systems such as HVAC, elevator

• Riser diagram

Telephone/Communication System

• Structured cabling considering type and size of cable: copper, fiber 
optic

• Type and size of the cables

• Racks

• Wiring accessories/devices

• Access/distribution switches

• Internet switches

• Core switch

• Access gateway

• Router

• Network management system

• Servers

• Telephone handsets

Public Address System

• Conduiting and raceways

• Type of system: analog/digital/IP based

• Types of wires and cables

• Types of speakers

• Distribution of speakers

• Required noise level in different areas

• Calculations for sound pressure level

• Zoning of system, if required

• Size and type of premixer

• Size and type of amplifier

• Microphones

• Paging system
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• Message recorder/player

• Interface with other systems

Audiovisual System

• Conduiting and raceways

• Type of system: analog/digital/IP based

• Types of wires and cables

• Racks

• Type, size, and brightness of projectors

• Type and size of speakers and sound pressure level

• Type and size of screens

• Microphones

• Cameras (visualizers)

• CD/DVD players–recorders

• Control processors

• Video switch matrix

• Mounting details of equipment

Security System/CCTV

• Type of system: digital/IP based

• Conduiting and raceways

• Wires and cabling network

• Level of security required

• Type and size of cameras

• Types of monitors/screens

• Video/event recording

• Video servers

• Database server

• System software

• Schematic diagram

• System console

Security System Access Control

• Conduiting and raceways

• Wires and cabling network

• Proximity radio frequency identification (RFID) reader

• Fingerprint and proximity combine reader
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• Magnetic lock

• Release button

• Door contact

• RFID card

• Reader control panel

• Server

• Multiplexer

• Monitors

• Workstation

• Metal detector

Landscape

As a landscape architect, the following points are to be considered while 
designing the landscape system:

• Property boundaries

• Size and shape of the plot

• Shape and type of dwelling

• Integration with surrounding areas

• Orientation to the sun and wind

• Climatic/environmental conditions

• Ecological constraints (soil, vegetation, etc.)

• Location of pedestrian paths and walkways

• Pavement

• Garage and driveway

• Vehicular circulation

• Location of sidewalk

• Play areas and other social/community requirements

• Outdoor seating

• Location of services, positions of both under- and aboveground utili-
ties and their levels

• Location of existing plants, rocks, or other features

• Site clearance requirements

• Foundation for paving, including front drive

• Top soiling or top soil replacement

• Soil for planting

• Planting of trees, shrubs, and ground covers

• Grass area
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• Sowing grass or turfing

• Lighting poles/bollard

• Special features, if required

• Signage, if required

• Surveillance, if required

• Installation of irrigation system

• Marking out the borders

• Storage for landscape maintenance material

External Works (Infrastructure and Road)

External works are part of the contract requirements of a project that involves 
construction of a service road and other infrastructure facilities to be con-
nected to the building and also includes care of existing services passing 
through the project boundary line. The designer has to consider the follow-
ing while designing external works:

• Grading material

• Asphalt paving for road or street

• Pavement

• Pavement marking

• Precast concrete curbs

• Curbstones

• External lighting

• Cable routes

• Piping routes for water, drainage, storm water system

• Trenches or tunnels

• Bollards

• Manholes and hand holes

• Traffic marking

• Traffic signals

• Boundary wall/retaining wall, if required

Bridges

Designer should use relevant authorities’ design manual and standards and 
consider the following points while designing bridges.

• Soil stability

• Alignment with road width, property lines

• Speed
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• Intersections/interchanges

• Number of lanes, width

• Right-of-way lines

• Exits, approaches, and access

• Elevation datum

• Superelevation

• Clearance with respect to railroad, roadway, navigation (if applicable)

• High and low levels of water (if applicable)

• Utilities passing through the bridge length

• Slopes

• Number and length of span

• Live loads, bearing capacity

• Water load, wind load, earthquake effect (seismic effect)

• Bridge rails, protecting screening, guard rails, barriers

• Shoulder width

• Footings, columns, and piles

• Abutment

• Beams

• Substructure

• Superstructure, deck slab

• Girders

• Slab thickness

• Reinforcement

• Supporting components, deck hanger, tied arch

• Expansion and fixed joints

• Retaining walls, crash wall

• Drainage

• Lighting

• Aesthetic

• Sidewalk, pedestrian and bike facilities

• Signage, signals

• Durability

• Sustainability

Highways

Designer should use relevant authorities’ design manual and standards and 
consider the following point while designing highways:
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• Type of highway

• Soil stability

• Speed

• Number of lanes, width

• Shoulder width

• Gradation

• Type of pavement and thickness

• Right-of-way lines

• Exits, approaches, access, and ramp

• Superelevation

• Slopes, curvature, turning

• Median, barriers, curb

• Sidewalks, driveways

• Pedestrian accommodation

• Bridge roadway width

• Drainage

• Gutter

• Special conditions, such as snow and rain

• Lighting

• Signage, signals

• Durability

• Sustainability

Furnishings/Furniture (Loose)

In building construction projects, loose furnishings/furniture is tendered 
as a special package and is normally not the part of the main contract. 
In order to give sufficient information about the product, the descrip-
tive features and specifications of the furnishing/furniture products are 
accompanied by a pictorial view/cutout sheet/photo of the product and 
the furniture layout. Figures 10.29 through 10.34 illustrate the detailed 
specifications for the furnishing of the director’s and manager’s room of 
an office building.

It is unlikely that the design of a construction project will be right in every 
detail the first time. Effective management and design professionals who 
are experienced and knowledgeable in the assigned task will greatly reduce 
the chances of error and oversight. However, so many aspects must be con-
sidered, especially for designs involving multiple disciplines and enfaces, 
and changes will be inevitable. The design should be reviewed taking into 
consideration requirements of all the disciplines before release of design 
drawings for a construction contract. Engineering design has significant 
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importance to the construction projects and must meet the customer’s 
requirement at the start of project implementation. Engineering design has 
significant  importance for construction projects. Engineering weakness 
can adversely impact the quality of design to such an extent that marginal 
changes can easily increase costs beyond the budget, which may affect 
schedule. Some areas are deemed critical to the proper design of a product; 
therefore, explicit design, material specification, and grades of the material 
specified in documentation have great importance. Most of the products 
used in construction projects are produced by other construction-related 
industries/manufacturers; therefore, the designer, while specifying the 
products, must specify related codes, standards, and technical compliance 
of these products.

CII Publication 10-1 (1989) has summarized that deviation costs averaged 
12.4% of the total installed project cost; design deviation averaged 79% of the 
total deviation costs and 9.5% of the total project cost. Furthermore, design 
changes accounted for two-thirds of the design deviations. It has also given 
construction deviation averages, which are

• 17% of the total deviation costs

• 2.5% of the total installed project cost

Director and office manager and advisor room layouts

CH3

CH3 CH3

TC3

CH3 CH3

WB2
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TS3
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FIGURE 10.29
Room layout.
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Desk chair
(C3)  

Meeting table
(T4)

Desk
(D5 and D6) 

Buffer credenza
(B3)

Task lamp
(L2 and LT2)

Meeting and guest chair
(CH3)

General low table and side
table

(TC3 and TS3)
Single and two seater
sofa (SS3 and SD3)  Waste baskets

(WB2)

Planting container
(P2)

FIGURE 10.30
Furniture index.
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It further states that design deviation related to construction projects are 
results of design errors and design omissions. Design errors are the result of 
mistakes or errors made in the project design. Design omissions result when 
a necessary item or component is omitted from the design. Design changes 
occur when changes are made in the project design or requirements. Table 
10.10 shows the major causes of rework.

Director’s room
finish index 

Wooden furnishings
Stained cherry wood 

Walnut, antique finishes (MW1)

Single and double seat
Sofa upholestry

Full aniline leather
Sage (ML2)

Chair upholestry
Full aniline leather

Sage (ML2)

FIGURE 10.31
Finishes index.

FIGURE 10.32
Specification for desk units.
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In order to reduce the rework resulting from quality deviation in design, 
CII Publication 10-1 (1989) has made the following recommendations:

 1. Reduce the number of design changes by

• Establishing definitive project scope

• Performing periodic reviews with participation of all parties

• Establishing procedures to limit scope modifications

FIGURE 10.33
Specification for desk lamp.

FIGURE 10.34
 Specification for sofa.



356 Project Management for the Oil and Gas Industry

 2. Implement a quality management program that has total commit-
ment at all levels of the firm

 3. Adopt the standard set of quality-related terminology

 4. Develop and implement a system that incorporates a database to 
identify deviation costs and quality problem areas

 5. Implement a quality performance management system to identify 
costs associated with both quality management and correcting devi-
ation costs

It is, therefore, necessary to have quality control personnel from the proj-
ect team review and check the design for quality assurance using thorough 
itemized review checklists to ensure that design drawings fully meet the 
owner’s objectives/goals. It is also necessary to review the design with the 
owner prior to initiation of work to ensure a mutual understanding of 
the build process. The design drawings should be fully coordinated with 
all the trades. The installation specification details are comprehensively 
and correctly described, and the installation quality requirements for sys-
tems are specified in detail.

Figure 10.35 illustrates the design data review cycle, which can be applied 
to review construction project design drawings. This process can be termed 
as continuous improvement of design.

Regulatory/Authorities’ Approval

Government agency regulatory requirements have considerable impact 
on  precontract planning. Some agencies require that the design draw-
ings be submitted for their preliminary review and approval to ensure that 
the designs are compatible with local codes and regulations. These include 

TABLE 10.10

Major Causes of Rework, by Phase

Primary Cause When Detected (Phase)

Party and Type Design Procurement Construction Startup

Owner change X X X X

Designer error/omission X X X X

Designer change X X X X

Vendor error/omission X X X X

Vendor change X X X X

Constructor error/omission X

Constructor change X

Transporter error X X X

Source: CII Publication 10-3. Reprinted with permission of CII, University of Texas.
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 submission of drawings to electrical authorities showing the antici-
pated electrical load required for the facility, approval of fire alarm and 
fire fighting system drawings, and approval of drawings for water supply 
and drainage system. Technical details of the conveying system are also 
required to be submitted for approval from the concerned authorities.

Contract Documents and Specifications

Preparation of detailed documents and specifications as per master format is 
one of the activities performed during this phase of the construction project. 
The contract documents must specify the scope of works, location, quality, and 
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owner’s need, project

requirements, and design
specifications; regulatory

requirements, constructibility,
environmental, safety,
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FIGURE 10.35
Design data review cycle. (Modified from B.S. Blanchard, W.J. Fabrycky, and J. Wolter. Systems 
Engineering and Analysis, 1998. Reprinted with permission from Pearson Education, Inc.)
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duration for completion of the facility. As regards the technical  specifications 
of the construction project, master format specifications are included in 
the contract documents. The master format is a master list of section titles 
and numbers for organizing information about construction requirements, 
products, and activities into a standard sequence. It is a uniform system for 
organizing information in project manuals, for organizing cost data, for 
filling product information and other technical data, for identifying draw-
ing objects, and for presenting construction market data. MasterFormat™ 
(1995 edition) consisted of 16 divisions; however, MasterFormat (2004 edi-
tion) consists of 48 divisions (49 is reserved). MasterFormat contract docu-
ments produced jointly by the Construction Specifications Institute (CSI) and 
Construction Specifications Canada (CSC) are widely accepted as standard 
practice for preparation of contract documents.

Table 10.11 lists division numbers and titles of MasterFormat 2004 pub-
lished by the Construction Specifications Institute and Construction 
Specifications Canada.

TABLE 10.11

MasterFormat 2004 Division Numbers and Titles

Procurement and Contracting Requirements Group

Division 00 Procurement and Contracting Requirements

Specifications Group

General Requirements Subgroup

Division 01 General requirements

Facility Construction Subgroup

Division 02 Existing conditions

Division 03 Concrete

Division 04 Masonry

Division 05 Metals

Division 06 Wood, plastics, and composites

Division 07 Thermal and moisture protection

Division 08 Openings

Division 09 Finishes

Division 10 Specialties

Division 11 Equipment

Division 12 Furnishings

Division 13 Special construction

Division 14 Conveying equipment

Division 15 Reserved

Division 16 Reserved

Division 17 Reserved

Division 18 Reserved

Division 19 Reserved
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TABLE 10.11 (continued)

MasterFormat 2004 Division Numbers and Titles

Procurement and Contracting Requirements Group

Division 00 Procurement and Contracting Requirements

Facility Services Subgroup

Division 20 Reserved

Division 21 Fire suppression

Division 22 Plumbing

Division 23 Heating, ventilation, and air conditioning

Division 24 Reserved

Division 25 Integrated automation

Division 26 Electrical

Division 27 Communication

Division 28 Electronic safety and security

Division 29 Reserved

Site and Infrastructure Subgroup

Division 30 Reserved

Division 31 Earthwork

Division 32 Exterior improvements

Site and Infrastructure Subgroup

Division 33 Utilities

Division 34 Transportation

Division 35 Waterway and marine

Construction

Division 36 Reserved

Division 37 Reserved

Division 38 Reserved

Division 39 Reserved

Process Equipment Subgroup

Division 40 Process integration

Division 41 Material processing and handling equipment

Division 42 Process heating, cooling, and drying equipment

Division 43 Process gas and liquid handling, purification, and storage 
equipment

Division 44 Pollution control equipment

Division 45 Industry-specific manufacturing equipment

Division 46 Reserved

Division 47 Reserved

Division 48 Electric power generation

Division 49 Reserved

Source: The Construction Specifications Institute and Construction Specifications Canada. 
Reprinted with permission from CSI.
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Particular specifications consist of many sections related to a specific topic. 
Detailed requirements are written in these sections to enable the contractor 
understand the product or system to be installed in the construction project. 
The designer has to interact with the project team members and owner while 
preparing the contract documents.

Typical sections are as follows:

Section No.
Title

Part 1—General

1.01—General reference/related sections

1.02—Description of work

1.03—Related work specified elsewhere in other sections

1.04—Submittals

1.05—Delivery, handling, and storage

1.06—Spare parts

1.07—Warranties

In addition to the foregoing, a reference is made for items such as prepara-
tion of mock-up, quality control plan, and any other specific requirements 
related to the product or system specified herein.

Part 2—Product

2.01—Materials

2.02—List of recommended manufacturers

Part 3—Execution

3.01—Installation

3.02—Site quality control

Shop Drawing and Materials Submittals

The detailed procedure for submitting shop drawings, materials, and sam-
ples is specified under the section titled “Submittal” of contract specifica-
tions. The contractor has to submit the specifications to the owner/consultant 
for review and approval. The following are the details of preparation of shop 
drawings and materials.
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A—Shop Drawings

The contractor is required to prepare shop drawings taking into account the 
following partial list of considerations:

 1. Reference to contract drawings. This helps the A&E (consultant) to 
compare and review the shop drawing with the contract drawing

 2. Detailed plans and information based on the contract drawings

 3. Notes of changes or alterations from the contract documents

 4. Detailed information about fabrication or installation of works

 5. Verification of all dimensions at the job site

 6. Identification of product

 7. Installation information about the materials to be used

 8. Type of finishes, color, and textures

 9. Installation details relating to the axis or grid of the project

 10. Roughing in and setting diagram

 11. Coordination certification from all other related trades 
(subcontractors)

The shop drawings are to be drawn accurately to scale and shall have proj-
ect-specific information in it. They should not be reproductions of contract 
drawings.

Immediately after approval of individual trade shop drawings, the con-
tractor has to submit builder’s workshop drawings, composite/coordinated 
shop drawings taking into consideration the following at a minimum.

A1—Builder’s Workshop Drawings

Builder’s workshop drawings indicate the openings required in the civil or 
architectural work for services and other trades. These drawings indicate 
the size of openings, sleeves, and level references with the help of detailed 
elevation and plans.

A2—Composite/Coordination Shop Drawings

The composite drawings indicate the relationship of components shown on 
the related shop drawings and indicate the required installation sequence. 
Composite drawings should show the interrelationship of all services 
with one another and with the surrounding civil and architectural work. 
Composite drawings should also show the detailed coordinated cross 
 sections, elevations, reflected plans, and so on, resolving all conflicts in lev-
els, alignment, access, space, and so on. These drawings are to be prepared 
taking into consideration the actual physical dimensions required for instal-
lation within the available space.
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B—Materials

Similarly, the contractor has to submit the following, at a minimum, to the 
owners/consultants to get their review and approval of materials, products, 
equipment, and systems. The contractor cannot use these items unless they 
are approved for use in the project.

B1—Product Data

The contractor has to submit the following details:

• Manufacturer’s technical specifications related to the proposed product

• Installation methods recommended by the manufacturer

• Relevant sheets of manufacturer’s catalogs

• Confirmation of compliance with recognized international quality 
standards

• Mill reports (if applicable)

• Performance characteristic and curves (if applicable)

• Manufacturer’s standard schematic drawings and diagrams to sup-
plement standard information related to project requirements and 
configuration of the same to indicate product application for the 
specified works (if applicable)

• Compatibility certificate (if applicable)

• Single-source liability (this is normally required for systems approval 
when different manufacturers’ items are used)

B2—Compliance Statement

The contractor has to submit a specification comparison statement along 
with the material transmittal.

The consultant reviews the transmittals and action as follows:

 a. Approved

 b. Approved as noted

 c. Approved as noted, resubmit

 d. Not approved

In certain projects, the owner is involved in the approval of materials.
In case of any deviation from specifications, the contractor has to submit 

a schedule of such deviations listing all the points not conforming to the 
specification.

B3—Samples

The contractor has to submit (if required) the samples from the approved 
material to be used for the work. The samples are mainly required to



363Managing Construction Projects in Oil and Gas

• Verify color, texture, and pattern

• Verify that the product is physically identical to the proposed and 
approved material

• Comparison with products and materials used in the works

At times it may be specified to install the samples in such a manner as to 
facilitate review of qualities indicated in the specifications.

Contractor’s Quality Control Plan

The contract documents specify the details of the contents of the quality con-
trol plan (QCP) to be prepared by the contractor for the construction project; 
the plan has to be submitted to the consultant for approval. The following is 
the outline for the preparation of a QCP:

 1. Purpose of the QCP

 2. Project description

 3. Site staff organization chart for quality control

 4. Quality control staff and their responsibilities

 5. Construction program and subprograms

 6. Schedule for submission of subcontractors, manufacturer of materi-
als, and shop drawings

 7. QC procedure for all the main activities such as

 a. Procurement (direct bought out items)

 b. Off-site manufacturing, inspection, and testing

 c. Inspection of site activities (checklists)

 d. Inspection and testing procedure for systems

 e. Procedure for laboratory testing of material

 f. Inspection of material received at site

 g. Protection of works

 8. Method statement for various installation activities

 9. Project-specific procedures for site work instructions, and remedial 
notes

 10. Quality control records

 11. List of quality procedures applicable to project in reference to the 
company’s quality manual and procedure

 12. Periodical testing procedure for construction equipment and tools

 13. Quality updating program

 14. Quality auditing program

 15. Testing
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 16. Commissioning

 17. Handover

 18. Site safety

Specifications of work quality are an important feature of construction proj-
ect design. Specifications of required quality and components represent part 
of the contract documents and are detailed under various sections of particu-
lar specifications. Generally, the contract documents include all the details as 
well as references to generally accepted quality standards published by inter-
national standards organizations. Proper specifications and contract docu-
mentations are extremely important as these are used by the contractor as a 
measure of quality compliance during the construction process.

A contract for construction commits the contractor to construct the facility 
and the owner to pay. Once the contract is signed, it commits all the parties to 
obligations and liabilities and is enforceable by law. A breach of contract by 
either party may make that party liable for payment of damages to the other.

There are standard sets of conditions of contract published by engineering 
institutes/societies and other bodies. Depending on the need for the con-
struction project and the type of contract arrangements, an appropriate set 
of condition of contracts is selected. The contract document must include 
health and safety programs to be followed by the contractor during the 
construction process.

Detailed Plan

As per PMBOK, a project plan is used to

• Guide project execution

• Document project planning assumptions

• Document project planning decisions regarding alternatives chosen

• Define key management views regarding content, scope, and timing

• Provide a baseline for progress measurement and project control

A project plan is a formal, approved document used to manage project exe-
cution. It is the evaluation of time and effort to complete the project. Based on 
the detailed engineering and design drawings and contract documents, the 
design team (consultant) prepares a detailed plan for construction. The plan 
is based on the following:

• Assessment of owner’s capabilities and final estimated cost (budget)

• Scheduling information

• Resource management, which includes availability of financial resour-
ces, expected cash flow statement, supplies, and human resources

A typical preliminary work program prepared based on the contracted 
construction documents is illustrated in Figure 10.36.
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Budget

The budget for a project is the maximum amount of money the owner is 
willing to spend for its design and construction. The preparation of a bud-
get is an important activity that results in a time-phased plan summarizing 
expected expenditure, income, and milestones. Normally, project budgeting 
starts with the identification of need; however, the detailed cost estimate is 
done during the engineering phase. On the basis of work packages, the con-
sultant/designer starts computing the project budget. A bill of material or 
bill of quantities is prepared based on the approved design drawings. The 
BOQ is considered as a base for computing the budget. If the budget exceeds 
the owner’s capability of financing the project, then the designs are reviewed 
to ensure that it meets the owner’s estimated cost to build the facility.

Figure 10.37 illustrates a project S-curve for a building construction project.

Cash Flow

The estimate of cash flow requirement for the project is prepared from the 
preliminary estimate and preliminary work program. An accurate cash flow 
projection helps owners plan the payments on time as per the schedule for 
the project. A simple cash flow projection based on prior planning helps 
owners make available all the resources required from their side. Cash flow 
is used as part of the control package during construction.

Tender/Bidding

Most of the cost of the construction project is expended during the construc-
tion phase. In most cases, the contractor is responsible for procurement of 
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all the material, providing construction equipment and tools, and supply-
ing the manpower to complete the project in compliance with the contract 
documents.

Table 10.12 lists contract documents consisting of tendering procedures, 
contract conditions, and technical conditions of major construction projects 
in Kuwait.

In many countries, it is a legal requirement that government-funded proj-
ects employ the competitive bidding method. This requirement gives an 
opportunity to all qualified contractors to participate in the tender, and nor-
mally the contract is awarded to the lowest bidder. Private-funded projects 
have more flexibility in evaluating the tender proposal. Private owners may 
adopt the competitive bidding system, or the owner may select a specific con-
tractor and negotiate the contract terms. Negotiated contract systems have 
flexibility of pricing arrangement as well as the selection of the contractor 
based on his expertise or the owner’s past experience with the contractor 
successfully completing one of his or her projects. The negotiated contract 
systems are based on following forms of payment:

 1. Cost plus contracts: It is a type of contract in which the contrac-
tor agrees to do the work for the cost of time and material, plus an 

TABLE 10.12

Contract Documents

Document No. (I) tendering procedures consisting of the following:

I.1 Tendering invitation
I.2 Instructions for tenderers
I.3 Form of tender and appendix
I.4 Initial bond (form of bank guarantee)
I.5 Performance bond (form of bank guarantee)
I.6 Form of agreement
I.7 List of tender documents
I.8 Declaration No. (1)

Document No. (II) contract conditions consisting of the following:

II.1  General conditions (legal clauses and conditions 1971 [May 1985 edition] and 
amendments until closing date of tender)

II.2 Particular conditions
II.3 Kuwait tender law (currently valid)

Document No. (III) technical conditions and amendments, consisting of the following:

III.1  General specifications for building and engineering works, specific to ministry of public 
works. 1990 edition and all amendments

III.2 Particular specifications
III.3 Drawings
III.4 Bills of quantities
III.5 Price analysis schedule
III.6 Addenda (if any)
III.7 Technical requirements (if any), and any other instructions issued by the employer
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agreed-upon amount of profit. The following are the different types 
of cost plus contracts:

 a. Cost plus percentage fee contract

 b. Cost plus fixed fee contract

 c. Cost plus incentive fee contract

 2. Reimbursement contracts: It is a type of contract in which the con-
tractor agrees to do the work for the cost as per schedule of rates, or 
bill of quantities, or bill of material.

 3. Fixed price contracts: With this type of contract, the contractor agrees 
to work with a fixed price (it is also called lump sum) for the specified 
and contracted work. Any extra work is executed only upon receipt 
of instruction from the owner. Fixed price contracts are generally 
inappropriate for work involving major uncertainties, such as work 
involving new technologies.

 4. Target cost contracts: A target cost contract is based on the concept 
of a top-down approach, which provides a fixed price for an agreed 
range of out-turn costs around the target. In this type of contract, 
overrun or underspend is shared by the owner and the contractor at 
predetermined agreed-upon percentages.

 5. Guaranteed maximum price contracts (cost plus guaranteed maxi-
mum price): With this type of contract, the owner and contractor 
agree to a project cost guaranteed by the contractor as maximum.

It is the owner’s desire that his or her facility be of good quality and the 
price reasonable. In order to achieve this, the owner has to share risks and/
or provide incentives and safeguards to enhance the quality of construction. 
The risk involved in various types of contracts based on forms of payment 
is as follows:

 1. Cost plus—high risk

 2. Reimbursement—intermediate

 3. Fixed price—low risk

In order to maintain a climate of mutual cooperation during construction, 
the owner has to develop an understanding with the contractor. The contract 
needs to be adapted through mutual agreement with the contractor. The con-
tract strategy needs to provide incentives and safeguards to deal with the risks.

Turner (2003) has suggested a twofold methodology in contract selection. 
The aim is

 1. To develop a cooperative project organization

 2. To appropriately allocate resources
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Turner (2003) has further described that, as per Oliver Williamson (1995, 
1996), there are two schemas or vectors to describe the ability of contracts to 
provide ex-ante incentivization and flexible, farsighted ex-post governance. 
The first schema has three parameters:

• The reward it provides the contractor to share the owner’s objectives 
and perform

• The associated risk

• The safeguard provided by the owner through contract to shield the 
contractor from the risk

Figure 10.38 illustrates a sample contractual schema for ex-ante incentiv-
ization. Although the schema in the figure assumes a safeguard risk, it can 
deal with only a risk that is foreseen.

Williamson has further proposed four parameters to describe the ability of 
a contract form to provide flexible, farsighted, ex-post governance:

 1. The incentive intensity

 2. The ease of making uncontested, bilateral adaptations to contract

 3. The reliance on monitoring and related administrative controls 
(transaction costs)

 4. The reliance on court ordering

Risk

Present High incentive Medium incentive

 No safeguard or
incentive necessary Absent Low incentive

Absent Present

Safeguard

FIGURE 10.38
A sample contractual schema for ex-ante incentivization. (From J. R. Turner, Contracting for Project 
Management, 2003. Reprinted with permission from Ashgate Publishing Limited, Farnham, UK.)
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The incentive profiles of the contract types are summarized in Figure 10.39, 
and the governance profiles in Figure 10.40.

In the case of a competitive bidding system, it is necessary that the detailed 
design and specifications for the project be prepared by the designer for bid-
ding purposes. Under the competitive bidding system, normally there are 
four stages in tendering of a construction project:

 1. Selection of tenderer (prequalification)

 2. Invitation to bid

 3. Tender preparation and submission

 4. Appraisal of tenders, negotiation, and decision

For most construction projects, selection of a tenderer is based on the low-
est tender price. Tenders received are opened and evaluated by the owner/
owner’s representative. Normally, tender results are declared in the official 
gazette or by some sort of notifications. The successful tenderer is informed 

Contract form Reward Risk Safeguard
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   Alliance 

High but misaligned 
Medium but 
misaligned 

Medium
Medium

High
High

High
High
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Medium
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   r-sor 
   r-boq 
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Low

Low
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Low

Fixed price 
   Build only 
   Specification a 
   Specification b 
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   Time and materials 
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Routine contracts 
   Market 
   Hierarchy 
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Low
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FIGURE 10.39
Contract forms and ex-ante incentivization. r, remeasurement based; sor, schedule of rates; boq, 
bill of quantities; bom, bill of materials. (From J.R. Turner, Contracting for Project Management, 
2003. Reprinted with permission from Ashgate Publishing Limited, Farnham, UK.)
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of the acceptance of the proposal and is invited to sign the contract. The 
tenderer has to submit the performance bond before the formal contract 
agreement is signed. If a successful tenderer fails to submit the performance 
bond within the specified period or withdraws his tender, then the contrac-
tor loses the initial bond and may be subjected to other regulatory applicable 
conditions.

The signing of contract agreement between the owner/owner’s repre-
sentative and the contractor binds both parties to fulfill their contractual 
obligations.

Construction

Construction is the translation of the owner’s goals and objectives into a 
facility built by the contractor as stipulated in the contract documents, plans, 
and specifications within budget and on schedule. The construction phase 
is an important phase in construction projects. A majority of total project 
budget and schedule is expended during construction. Similar to costs, the 
time required for the construction phase of the project is much higher than 
the time required for the preceding phases. Construction usually requires 
a large workforce and a variety of activities. Construction activities involve 
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FIGURE 10.40
Contract forms and flexible, farsighted, ex-post governance. r, remeasurement based; sor, sched-
ule of rates; boq, bill of quantities; bom, bill of materials. (From J.R. Turner, Contracting for Project 
Management, 2003. Reprinted with permission from Ashgate Publishing Limited, Farnham, UK.)
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erection, installation, or construction of any part of the project. Construction 
activities are actually carried out by the contractor’s own workforce or by 
subcontractors. Construction therefore requires more detailed attention of 
its planning, organizations, monitoring and control of project schedule, bud-
get, quality, safety, and environment concerns.

Oberlender (2000) has described the importance of construction in the fol-
lowing words:

The construction phase is important because the quality of the completed 
project is highly dependent on the workmanship and management of 
construction. The quality of construction depends on the completeness 
and quality of the contract documents that are prepared by the designer 
and three other factors: laborers who have the skills necessary to pro-
duce the work, field supervisors who have the ability to coordinate the 
numerous activities that are required to construct the project in the field, 
and the quality of materials that are used for construction of project. 
Skilled laborers and effective management of the skilled laborers are 
both required to achieve a quality project. (p. 258)

It is usual to invite contractors to compete for a contract for construction 
work, in the expectation that they will plan to do the work efficiently and 
therefore at a minimum cost. Once the contract is awarded to the successful 
bidder (contractor), it is the responsibility of the contractor to respond to the 
needs of the client (owner) by building the facility as specified in the contract 
documents, drawings, and specifications within the budget and on time.

The owner also appoints an engineer to supervise the construction pro-
cess. It is a normal practice for the designer/consultant of the project to be 
contracted by the owner to supervise the construction process. The engi-
neer is responsible for achieving project quality goals and is also responsible 
for implementing the procedures specified in the contract documents. Table 
10.13 lists the responsibilities the owner delegates to the engineer.

Sometimes the owner engages a construction manager or project manager 
during the construction process to act as the owner’s representative and del-
egates the following activities, thus leaving the engineer to perform project 
quality-related work only:

 1. Review of contract documents

 2. Approval of contractor’s construction schedule

 3. Cost control

 4. Time control

 5. Project methodology

The engineer appoints an engineer’s representative to supervise the project 
construction process. The engineer’s representative is supported by a super-
vision team consisting of professionals having experience and expertise in 
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supervision and administration of similar construction projects. The engi-
neer’s representative is also called the resident engineer. Depending on the 
type and size of the project, the supervision team usually consists of the 
following personnel:

 1. Resident engineer

 2. Contract administrator/quantity surveyor

 3. Planning/scheduling engineer

 4. Engineers from different trades such as architectural, structural, 
mechanical, HVAC, electrical, low-voltage system, landscape, 
infrastructure

 5. Inspectors from different trades

 6. Interior designer

 7. Document controller

 8. Office secretary

TABLE 10.13

Responsibilities of Supervision Consultant

Serial Number Description

1 Achieving the quality goal as specified

2 Review contract drawings and resolve technical discrepancies/errors in the 
contract documents

3 Review construction methodology

4 Approval of contractor’s construction schedule

5 Regular inspection and checking of executed works

6 Review and approval of construction materials

7 Review and approval of shop drawings

8 Inspection of construction material

9 Monitoring and controlling construction expenditure

10 Monitoring and controlling construction time

11 Maintaining project record

12 Conduct progress and technical coordination meetings

13 Coordination of owner’s requirements and comments related to site 
activities

14 Project-related communication with contractor

15 Coordination with regulatory authorities

16 Processing of site work instruction for the owner’s action

17 Evaluation and processing of variation order/change order

18 Recommendation of contractor’s payment to owner

19 Evaluating and making decisions related to unforeseen conditions

20 Monitor safety at site

21 Supervise testing, commissioning, and handover of the project

22 Issue substantial completion certificate
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The construction phase consists of various activities such as mobiliza-
tion, execution of work, planning and scheduling, control and monitoring, 
management of resources/procurement, quality, and inspection. Figure 
10.41 illustrates major activities to be performed during the construction 
phase.

These activities are performed by various parties having contractual 
responsibilities to complete the specified work. Coordination among these 
parties is essential to ensure that the constructed facility meets the owner’s 
objectives.

Mobilization

The contractor is given a few weeks to start the construction work after the 
signing of the contract. The activities to be performed during the mobili-
zation period are defined in the contract documents. During this period, 
the contractor is required to perform many of the activities before the 
beginning of actual construction work at the site. Necessary permits are 
obtained from the relevant authorities to start the construction work. After 
being granted access to the construction site by the owner, the contractor 
starts mobilization work, which consists of preparation of site offices/field 
offices for the owner, the supervision team (consultant), and the contrac-
tor himself. This includes all the necessary on-site facilities and services 
necessary to carry out specific tasks. Mobilization activities usually occur 
at the beginning of a project but can occur anytime during a project when 
specific on-site facilities are required.
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Examples of mobilization activities include

• Set up site offices and storage

• Construct temporary access roads, lay down areas and perimeter fences

• Install the necessary utilities for construction

• Set up a temporary firefighting system

• Perform site survey and testing

• Satisfy health and site safety requirements

• Submit preliminary construction program

• Selection of core staff as mentioned in the contract documents

• Insurance policies

• Selection of subcontractor (this may be an ongoing activity per the 
approved schedule)

In anticipation of the award of contract, the contractor begins the following 
activities much in advance, but these are part of contract documents, and the 
contractor’s action is required immediately after signing of the contract in 
order to start construction:

• Mobilization of construction equipment and tools

• Workforce to execute the project

For a smooth flow of construction process activities, proper communica-
tion and submittal procedure need to be established among all concerned 
parties at the beginning of the construction activities. Table 10.14 illus-
trates an example matrix for site administration of a building construction 
project.

Proper adherence to these duties helps a smooth implementation of the 
project. Correspondence between consultant and contractor is normally 
through letters or job site instructions. Figure 10.42 is a job site instruction 
form used by the consultant to communicate with the contractor.

Execution of Works

According to ICE (1996):

The contractor is responsible for construction and maintaining the works 
in accordance with the contract drawings, specifications and other docu-
ments and also further information and instruction issued in accordance 
with the contract. The contractor should be as free as possible to plan and 
execute the works in the way he wishes within the terms of his contract, 
so should the sub-contractors. Any requirements for part of a project to 
be finished before the rest and all limits of contractor’s freedom should 
therefore have been stated in the tender document. (p. 77)
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TABLE 10.14

Matrix for Site Administration and Communication

Serial Number Description of Activities Contractor Consultant Owner

1 Communication

1.1 General correspondence P P P

1.2 Job site instruction D P C

1.3 Site works instruction D P/B A

1.4 Request for information P A C

1.5 Request for modification P B A

2 Submittals

2.1 Subcontractor P B/R A

2.2 Materials P A C

2.3 Shop drawings P A C

2.4 Staff approval P B A

2.5 Premeeting submittals P D C

3 Plans and programs

3.1 Construction schedule P R C

3.2 Submittal logs P R C

3.3 Procurement logs P R C

3.4 Schedule update P R C

4 Monitor and control

4.1 Progress D P C

4.2 Time D P C

4.3 Payments P R/B A

4.4 Variations P R/B A

4.5 Claims P R/B A

5 Quality

5.1 Quality control plan P R C

5.2 Checklists P D C

5.3 Method statements P A C

5.4 Mock up P A B

5.5 Samples P A B

5.6 Remedial notes D P C

5.7 Nonconformance report D P C

5.8 Inspections P D C

5.9 Testing P A B

6 Site safety

6.1 Safety program P A C

6.2 Accident report P R C

7 Meetings

7.1 Progress E P E

7.2 Coordination E P C

7.3 Technical E P C

7.4 Quality P C C
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Construction activities mainly consist of the following:

• Site work such as cleaning and excavation of project site

• Construction of foundations, including footings and grade beams

• Construction of columns and beams

• Forming, reinforcing, and placing of the floor slab

• Laying up masonry walls and partitions

• Installation of roofing system

• Finishes

• Furnishings

• Conveying system

• Installation of firefighting system

• Installation of water supply, plumbing, and public health system

• Installation of heating, ventilation, and air-conditioning system

• Integrated automation system

• Installation of electrical lighting and power system

• Emergency power supply system

TABLE 10.14 (continued)

Matrix for Site Administration and Communication

Serial Number Description of Activities Contractor Consultant Owner

7.5 Safety P C C

7.6 Closeout P

8 Reports

8.1 Daily report P R C

8.2 Monthly report P R C

8.3 Progress report P A

8.4 Progress photographs P A

9 Close out

9.1 Snag list P P C

9.2 Authorities’ approvals P C C

9.3 As-built drawings P D/A C

9.4 Spare parts P A C

9.5 Manuals and documents P R/B A

9.6 Warranties P R/B A

9.7 Training P C A

9.8 Handover P B A

9.9 Substantial completion certificate P B/P A

P, prepare/initiate; B, advise/assist; R, review/comment; A, approve; D, action; E, attend; 
C, information.
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• Fire alarm system

• Communication system

• Electronic security and access control system

• Landscape works

• External works

FIGURE 10.42
Job site instruction.
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Planning and Scheduling

Project planning is a logical process to ensure that the work of the project is 
carried out

• In an organized and structured manner

• Reducing uncertainties to a minimum

• Reducing risk to a minimum

• Establishing quality standards

• Achieving results within budget and scheduled time

Prior to the start of execution of a project or immediately after the actual 
project starts, the contractor prepares the project construction plans based 
on the contracted time schedule of the project. Detailed planning is needed 
at the start of construction to decide how to use resources such as labor-
ers, plant, materials, finance, and subcontractors economically and safely to 
achieve the specified objectives. The plan shows the periods for all sections 
of the works and activities, indicating that everything can be completed 
by the date specified in the contract and ready for use or for installation of 
equipment by other contractors.

According to Oberlender (2000), “Project Planning is the heart of good 
project management because it provides the central communication that 
coordinates the work of all parties. Planning also establishes the benchmark 
for the project control system to track the quantity, cost, and timing of work 
required to successfully complete the project. Although the most common 
desired result of planning is to finish the project on time, there are other 
benefits that can be derived from good project planning” (p. 140).

Effective project management requires planning, measuring, evaluating, 
forecasting, and controlling all aspects of project quality and quality of 
work, cost, and schedules. The purpose of the project plan is to success-
fully control the project to ensure completion within the budget and sched-
ule constraints. Project planning is the evolution of the time and efforts to 
complete the project. Table 10.15 lists the benefits of project planning and 
scheduling.

Planning is a mechanism that conveys or communicates to project 
participants what activity is to be done, how, and in what order to meet 
the project objectives by scheduling the activities. Project planning is 
required to bring the project to completion on schedule, within budget, 
and in accordance with the owner’s needs as specified in the contract. The 
planning process considers all the individual tasks, activities, or jobs that 
make up the project and must be performed. It takes into account all the 
resources available, such as human resources, finances, materials, plant, 
equipment, and so on. It also considers the works to be executed by the 
subcontractors.
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The following is the list of activities of construction projects normally 
included in the construction program/plan:

 A. General activities

 1. Mobilization

 B. Engineering

 1. Subcontractor submittal and approval

 2. Materials submittal and approval

 3. Shop drawing submittal and approval

 4. Procurement

 C. Site activities

 1. Site earthworks

 2. Dewatering and shoring

 3. Excavation and backfilling

 4. Raft works

 5. Retaining wall works

 6. Concrete foundation and grade beams

 7. Waterproofing

 8. Concrete columns and beams

 9. Casting of slabs

 10. Wall partitioning

 11. Interior finishes

 12. Furnishings

TABLE 10.15

Benefits of Project Planning and Scheduling

 1. Finish the project on time
 2. Continuous (uninterrupted) flow of work (no delays)
 3. Reduced amount of rework (least amount of changes)
 4. Minimize confusion and misunderstandings
 5. Increased knowledge of status of project by everyone
 6. Meaningful and timely reports to management
 7. You run the project instead of the project running you
 8. Knowledge of scheduled times of key parts of the project
 9. Knowledge of distribution of costs of the project
 10. Accountability of people, defined responsibility/authority
 11. Clear understanding of who does what, and how much
 12. Integration of all work to ensure a quality project for the owner

Source: G. D. Oberlender, 2000. Project Management for Engineering. 
Reprinted with permission of The McGraw-Hill Companies.
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 13. External finishes

 14. Equipment

 15. Conveying systems works

 16. Plumbing and public health works

 17. Firefighting works

 18. HVAC works

 19. Electrical works

 20. Fire alarm system works

 21. Communication system works

 22. Low-voltage systems works

 23. Landscape works

 24. External works

 D. Close out

 1. Testing and commissioning

 2. Completion and handover

The contractor also submits the following:

 1. Resources (equipment and manpower) schedule

 2. Cost loading (schedule of item’s pricing based on bill of quantities)

Planning and scheduling are often used synonymously for preparing a 
construction program because both are performed interactively. Planning 
is the process of identifying the activities necessary to complete the project, 
while scheduling is the process of determining the sequential order of the 
planned activities and the time required to complete the activity. Scheduling 
is the mechanical process of formalizing the planned functions, assigning 
the starting and completion dates to each part or activity of the work in 
such a manner that the whole work proceeds in a logical sequence and in an 
orderly and systematic manner.

The first step in preparation of a construction program is to establish the 
activities, and the next step is to establish the estimated time duration of 
each activity. The deadline for each activity is fixed, but it is often possible 
to reschedule by changing the sequence in which the tasks are performed, 
while retaining the original estimated time. Figure 10.43 illustrates the steps 
in project planning.

Construction projects are unique and nonrepetitive in nature. Construction 
projects consist of many activities aimed at the accomplishment of a desired 
objective. In order to achieve the quality objectives of the project, each activ-
ity has to be completed within the specified limit, using the specified prod-
uct and approved method of installation. A construction project consists of 
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Readdress

Establishing the project
objective (project logic) 

Update program

Prepare initial activities and
budget estimate 

Develop the schedule
Revise plan

Prepare resource and cost
analysis

Revise cost

Optimize to meet customer
needs 

Validation and plan
approval

Launch the project

Monitor
Control

Take action

Project closure

Review project 

FIGURE 10.43
Project planning steps.
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a number of related activities that are dependent on other activities and can-
not be started until others are completed, and some that can run in parallel. 
The most important point while starting the planning is to establish all the 
activities that constitute the project. Table 10.16 lists key principles for plan-
ning and scheduling.

Planning involves defining the objectives of the project; listing of tasks 
or jobs that must be performed; determining gross requirements for mate-
rial, equipment, and manpower; and preparing costs and durations for the 
 various jobs or activities needed for the satisfactory completion of the project. 
The techniques for planning vary depending on the project’s size, complex-
ity, duration, personnel, and owner’s requirements. Techniques used during 
the construction phase of the project should make possible the evaluation of 
the project’s progress against the plan. There are many different analytical 
and graphical techniques that are commonly used for planning of the proj-
ect. These are

 1. The bar chart

 2. CPM

 3. Progress curves

 4. Matrix schedule

The most widely used forms of program are bar charts and network dia-
grams. The bar chart is the oldest planning method used in project man-
agement. It is a graphical representation of the estimated duration of each 
activity and the planned sequence of activities. The horizontal axis repre-
sents the time schedule, whereas the project activities are shown along the 
vertical axis.

TABLE 10.16

Key Principles for Planning and Scheduling

 1. Begin planning before starting work, rather than after starting work
 2. Involve people who will actually do the work in the planning and scheduling process
 3. Include all aspects of the project: scope, budget, schedule, and quality
 4. Build flexibility into the plan, include allowance for changes and time for reviews and 

approvals
 5. Remember the schedule is the plan for doing the work, and it will never be precisely 

correct
 6. Keep the plan simple, eliminate irrelevant details that prevent the plan from being 

readable
 7. Communicate the plan to parties; any plan is worthless unless it is known

Source: G. D. Oberlender, 2000. Project Management for Engineering. Reprinted with permis-
sion of The McGraw-Hill Companies.
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Network diagrams such as PERT and CPM are used for scheduling of 
 complex projects. PERT/CPM diagrams consist of nodes and links and repre-
sent the entire project as a network of arrows (activities) and nodes (events). 
In order to draw a network diagram, work activities have to be identified, 
the relationships among the activities need to be specified, and a precedence 
relationship between the activities in a particular sequence needs to be 
established.

The most widely used scheduling technique is CPM. CPM analysis rep-
resents the set of sequence of predecessor/successor activities that will 
take the longest time to complete. The duration of the critical path is the 
sum of all the activity durations along the path. Thus, the critical path is 
the longest possible path of the project activities network. The duration of 
the critical path represents the minimum time required to complete the 
project.

There are many computer-based programs available for preparing the net-
work and critical path of activities for construction projects. These programs 
can be used to analyze the use of resources, review project progress, and 
forecast the effects of changes in the schedule of works or other resources. 
Most computer programs automate preparation and presentation of various 
planning tools such as the bar chart, PERT, and CPM analysis. These pro-
grams are capable of storing enormous quantities of data and help process 
and update the program quickly. They manipulate data for multiple usages 
from the planning and scheduling perspectives.

In order to manage and control the project at different levels in the most 
effective manner, it is broken down into a group of smaller subprojects/
subsystems and then into small, well-defined activities. This breakdown is 
necessary because of the size and complexity of construction projects, and 
is referred to as work breakdown structure. To begin the preparation of the 
detailed construction program, the contractor prepares a WBS. Its purpose 
is to define various activities that must be executed to complete the project. 
WBS helps the construction project planner to

 1. Plan and schedule the work

 2. Estimate costs and budget

 3. Control schedule, cost, and quality

Activities are those operations of the plan that take time to carry 
out and on which resources are expended. Depending on the size of 
the project, the project is divided into multiple zones, and relevant 
activities are considered for each zone to prepare the construction pro-
gram.  Electromechanical  activities are further divided into first fix, 
 second fix, and final fix, depending on their relationship with civil and 
architectural works. The construction program is prepared by selecting 
appropriate activities relevant to a particular floor/zone. These activities 
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are also considered for preparation of cost and resource loading schedule 
for the project. While preparing the program, the relationships between 
project activities and their dependency and precedence are considered 
by the planner. These activities are connected to their predecessor and 
successor activity based on the way the task is planned to be executed. 
There  are  four  possible relationships that exist between various activi-
ties. These are (1) the finish-to-start relationship, (2) the start-to-start rela-
tionship, (3) the finish-to-finish relationship, and (4)  the start-to-finish 
relationship.

In order to prepare a project plan, the logic is reviewed for correctness and 
ascertained that all activities are shown, the scope of the project has been 
interpreted correctly, and the resources that are required for performing 
each job are applied. Figure 10.44 illustrates a logic flowchart for firefighting 
works. Similarly, Figures 10.45 through 10.47 illustrate logic flowcharts for 
plumbing, HVAC, and electrical works, respectively.

Once all the activities are established by the planner and the estimated 
duration of each activity has been assigned, the planner prepares a detailed 
program fully coordinating all the construction activities.

CPM calculates the minimum completion time for a project along with 
the possible start and finish times for the project activities. The critical path 
is the longest in the network, whereas the other paths may be equal or 
shorter than that path. Therefore, there is a possibility that some of the 
events and activities can be completed before they are actually needed and, 
accordingly, it is possible to develop a number of activity schedules from 
the CPM analysis to delay the start of each activity as long as possible but 
still finish the project with minimum possible time without extending the 
completion date of the project. To develop such a schedule, it is required to 
find out when each activity needs to start and when it needs to be finished. 
There may be some activities in the project with some leeway for when 
they can start and finish. This is called slack time, or float, in an activity. 
For each activity in a project, there are four points in time: early start, early 
finish, late start, and late finish. Early start and early finish are the earliest 
times an activity can start and finish, respectively. Similarly, late start and 
late finish are the latest times an activity can start and finish, respectively. 
The difference between late start time and early start time is the slack time, 
or float.

With the advent of powerful computer programs such as Primavera® and 
Microsoft Project™, it is possible for the details of the work breakdown to be 
fed to these software programs. The software is capable of producing net-
work diagrams and schedules and a limitless number of different reports, 
which also help in the efficient monitoring the project schedule by compar-
ing actual with planned progress. The software can be used to analyze the 
project for use of resources, forecasting the effects of changes in the sched-
ule, and cost control.
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11
Engineering Economics for Oil and Gas

To be gas wise, but oil foolish is to make room for a bad economy.

In this chapter, the basic computational techniques of engineering economic 
analysis are presented for application to energy economics. The contents of this 
chapter are based on techniques, models, and examples from Badiru (1993, 1996, 
2009), Badiru and Pulat (1995), Badiru and Omitaomu (2007), and Badiru et al. 
(2008). Cost management and economic analysis are two of the primary func-
tions of energy project management. Cost is a vital criterion for assessing proj-
ect performance. Cost management involves having an effective control over 
project costs through the use of quantitative techniques of estimation, forecast-
ing, budgeting, and reporting. Cost estimation requires collecting relevant data 
needed to estimate elemental costs during the life cycle of a project. This could 
be particularly dicey in the oil and gas business where global volatility may 
instantaneously dictate the direction (up or down) of the economic outlook of a 
project. Cost planning involves developing an adequate budget for the planned 
work. Cost control involves continual process of monitoring, collecting, analyz-
ing, and reporting cost data. Oil and gas project cost management is impacted 
by the state of technology and several concomitant cost factors. The primary 
components of cost management within any project undertaking are:

• Cost estimating

• Cost budgeting

• Cost control

Cost control must be exercised across the other elements of the project 
management knowledge areas according to PMI’s PMBOK. The technique of 
earned value management plays a major and direct role in cost management.

Cost Management: Step-by-Step Implementation

The cost management component of the PMBOK consists of the elements 
shown in the block diagram in Figure 11.1. The three elements in the block 
diagram are carried out across the process groups presented earlier in 
Chapter 1. The overlay of the elements and the process groups are shown in 
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Table 11.1. Thus, under the knowledge area of cost management in PMBOK, 
the required steps are

Step 1: Cost estimation

Step 2: Cost budgeting

Step 3: Cost control

Tables 11.2 through 11.4 present the inputs, tools, techniques, and outputs 
of each step.

Project Portfolio Management

Project portfolio management is the systematic application of the tools and 
techniques of management to the collection of cost-based element of a proj-
ect. Examples of project portfolios would be planned initiatives, ongoing 
projects and ongoing support services, and investment in emerging technol-
ogy. A formal project portfolio management strategy enables measurement 
and objective evaluation of investment scenarios. Some of the key aspects of 
an effective project portfolio management are

 1. Define the project, supporting program, and enabling system as well 
as the required portfolio.

 2. Define business value and desired return on investment (ROI) and 
prioritize projects.

1. Cost estimating

Project cost management

2. Cost budgeting

3. Cost control

FIGURE 11.1
Block diagram of project cost management.



393Engineering Economics for Oil and Gas

TABLE 11.1

Implementation of Project Cost Management across Process Groups

Initiating Planning Executing

Monitoring and 

Controlling Closing

Project cost management 1. Cost estimating
2. Cost budgeting

3. Cost control

TABLE 11.2

Tools and Techniques for Cost Estimating within Project Cost Management

Step 1: Cost Estimation

Inputs Tools and Techniques Output(s)

Enterprise environmental 
factors

Organizational process assets
Project scope statement
WBS
WBS dictionary
Project management plan
Other in-house (custom) 
factors of relevance and 
interest

Analogous estimating
Resource cost rates
Goal programming
Return on investment 
analysis

Bottom-up estimating
Parametric estimating
Project management cost 
software

Vendor bid analysis
Reserve analysis
Cost of quality
CMMI (capability maturity 
model integration)

Other in-house (custom) 
tools and techniques

Activity cost estimates
Activity cost supporting 
detail

Requested changes
Cost management plan 
(updates)

Other in-house outputs, 
reports, and data inferences 
of interest to the 
organization

TABLE 11.3

Tools and Techniques for Cost Budgeting within Project Cost Management

Step 2: Cost Budgeting

Inputs Tools and Techniques Output(s)

Project scope statement
Work breakdown structure
WBS dictionary

Activity cost estimates
Activity cost estimate 
supporting detail

Project schedule
Resource calendars

Contract
Cost management plan

Other in-house (custom) factors 
of relevance and interest

Cost aggregation
Portfolio management
Reserve analysis

Parametric estimating
Funding limit reconciliation

Balance scorecard
Critical chain elements 
budgeting

Other in-house (custom) tools 
and techniques

Cost baseline
Project funding requirements
Cost management plan 
(updates)

Requested changes
Other in-house outputs, 
reports, and data inferences 
of interest to the organization
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 3. Define an overall project portfolio management methodology.

 4. Delineate an overall project portfolio in translating strategy into 
results.

 5. Introduce a balanced scorecard that synthesizes and integrates the 
numerous and complex metrics related to different portfolio man-
agement processes into one framework.

 6. Clarify projects that will provide effective allocation and manage-
ment of limited resources.

 7. Introduce progressive project assessment approach, including initial 
project assessment, mid-cycle project assessment, and closing proj-
ect assessment.

 8. Employ quantitative techniques to objectively assess a project for its 
absolute merit and relative merit against other projects.

 9. Utilize weighted scoring models to quantify intangible benefits of 
the project.

 10. Evaluate project decision techniques that clarify choices involving 
both risks and opportunities.

 11. Build a business case for each project and rank order projects based 
on strategic fit, risks, opportunities, and the changing nature of sci-
ence and technology.

 12. Establish criteria for phasing out a project when it is no longer serv-
ing the desired purpose.

TABLE 11.4

Tools and Techniques for Cost Control within Project Cost Management

Step 3: Cost Control

Inputs Tools and Techniques Output(s)

Cost baseline
Project funding requirements
Performance reports
Work performance 
information

Approved change requests
Project management plan
Other in-house (custom) 
factors of relevance and 
interest

Process control charts
Cost change control system
Performance measurement 
analysis

Forecasting
Trend analysis
Project performance 
reviews

Project management 
software

Variance analysis
Variance management
Earned value management
Other in-house (custom) 
tools and techniques

Cost estimates (updates)
Cost baseline (estimates)
Performance measurements
Forecasted completion
Requested changes
Recommended corrective 
actions

Organizational process assets 
(updates)

Project management plan 
(updates)

Other in-house outputs, 
reports, and data inferences 
of interest to the 
organization
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Project Cost Elements

Cost management in a project environment refers to the functions required 
to maintain effective financial control of the project throughout its life cycle. 
There are several cost concepts that influence the economic aspects of man-
aging industrial projects. Within a given scope of analysis, there will be a 
combination of different types of cost factors as defined below:

Actual cost of work performed The cost actually incurred and recorded 
in accomplishing the work performed within a given time period.

Applied direct cost The amounts recognized in the time period asso-
ciated with the consumption of labor, material, and other direct 
resources, without regard to the date of commitment or the date of 
payment. These amounts are to be charged to work-in-process (WIP) 
when resources are actually consumed, material resources are with-
drawn from inventory for use, or material resources are received 
and scheduled for use within 60 days.

Budgeted cost for work performed The sum of the budgets for completed 
work plus the appropriate portion of the budgets for level of effort 
and apportioned effort. Apportioned effort is effort that by itself is 
not readily divisible into short-span work packages but is related in 
direct proportion to measured effort.

Budgeted cost for work scheduled The sum of budgets for all work 
packages and planning packages scheduled to be accomplished 
(including work in process), plus the amount of level of effort and 
apportioned effort scheduled to be accomplished within a given 
period of time.

Burdened costs Burdened costs are cost components that are fully 
loaded with overhead charges as well as other pertinent charges. 
This includes cost of management and other costs associated with 
running the business.

Cost baseline The cost baseline is used to measure and monitor project 
cost and schedule performance. It presents a summation of costs by 
period. It is used to measure cost and schedule performance and 
sometimes called performance measurement baseline (PMB).

Diminishing returns The law of diminishing returns refers to the phenom-
enon of successively less output for each incremental resource input.

Direct cost Cost that is directly associated with actual operations of a 
project. Typical sources of direct costs are direct material costs and 
direct labor costs. Direct costs are those that can be reasonably mea-
sured and allocated to a specific component of a project.
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Economies of scale This is a term referring to the reduction of the rela-
tive weight of the fixed cost in total cost, achieved by increasing the 
quantity of output. Economies of scale help to reduce the final unit 
cost of a product and are often simply referred to as the savings due 
to mass production.

Estimated cost at completion This refers to the sum of actual direct 
costs, plus indirect costs that can be allocated to a contract, plus the 
estimate of costs (direct and indirect) for authorized work remaining 
to be done.

First cost The total initial investment required to initiate a project or 
the total initial cost of the equipment needed to start the project.

Fixed cost Costs incurred regardless of the level of operation of a 
 project. Fixed costs do not vary in proportion to the quantity of 
output. Examples of costs that make up the fixed cost of a project 
are administrative expenses, certain types of taxes, insurance cost, 
depreciation cost, and debt servicing cost. These costs usually do not 
vary in proportion to quantity of output.

Incremental cost The additional cost of changing the production out-
put from one level to another. Incremental costs are normally vari-
able costs.

Indirect cost This is a cost that is indirectly associated with project 
operations. Indirect costs are those that are difficult to assign to spe-
cific components of a project. An example of an indirect cost is the 
cost of computer hardware and software needed to manage project 
operations. Indirect costs are usually calculated as a percentage of a 
component of direct costs. For example, the direct costs in an organi-
zation may be computed as 10% of direct labor costs.

Life cycle cost This is the sum of all costs, recurring and nonrecurring, 
associated with a project during its entire life cycle.

Maintenance cost This is a cost that occurs intermittently or periodi-
cally for the purpose of keeping project equipment in good operat-
ing condition.

Marginal cost Marginal cost is the additional cost of increasing pro-
duction output by one additional unit. The marginal cost is equal to 
the slope of the total cost curve or line at the current operating level.

Operating cost This is a recurring cost needed to keep a project in 
operation during its life cycle. Operating costs may consist of items 
such as labor, material, and energy costs.

Opportunity cost This refers to the cost of forgoing the opportunity 
to invest in a venture that, if it had been pursued, would have 
produced an economic advantage. Opportunity costs are usually 
incurred due to limited resources that make it impossible to take 
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advantage of all investment opportunities. It is often defined as 
the cost of the best-rejected opportunity. Opportunity costs can 
also be incurred due to a missed opportunity rather than due to an 
intentional rejection. In many cases, opportunity costs are hidden 
or implied because they typically relate to future events that can-
not be accurately predicted.

Overhead cost These are costs incurred for activities performed in sup-
port of the operations of a project. The activities that generate over-
head costs support the project efforts rather than contributing directly 
to the project goal. The handling of overhead costs varies widely from 
company to company. Typical overhead items are electric power cost, 
insurance premiums, cost of security, and inventory carrying cost.

Standard cost This is a cost that represents the normal or expected cost 
of a unit of the output of an operation. Standard costs are established 
in advance. They are developed as a composite of several component 
costs, such as direct labor cost per unit, material cost per unit, and 
allowable overhead charge per unit.

Sunk cost Sunk cost is a cost that occurred in the past and cannot be 
recovered under the present analysis. Sunk costs should have no 
bearing on the prevailing economic analysis and project decisions. 
Ignoring sunk costs can be a difficult task for analysts. For example, 
if $950,000 was spent 4 years ago to buy a piece of equipment for a 
technology-based project, a decision on whether or not to replace the 
equipment now should not consider that initial cost. But uncompro-
mising analysts might find it difficult to ignore that much money. 
Similarly, an individual making a decision on selling a personal 
automobile would typically try to relate the asking price to what was 
paid for the automobile when it was acquired. This is wrong under 
the strict concept of sunk costs.

Total cost This is the sum of all the variable and fixed costs associated 
with a project.

Variable cost This cost varies in direct proportion to the level of opera-
tion or quantity of output. For example, the costs of material and 
labor required to make an item will be classified as variable costs 
since they vary with changes in level of output.

Basic Cash-Flow Analysis

Economic analysis is performed when a choice must be made between 
mutually exclusive projects that compete for limited resources. The cost 
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performance of each project will depend on the timing and levels of its 
expenditures. The techniques of computing cash-flow equivalence permit us 
to bring competing project cash flows to a common basis for comparison. 
The common basis depends on the prevailing interest rate. Two cash flows 
that are equivalent at a given interest rate will not be equivalent at a different 
interest rate. The basic techniques for converting cash flows from one point 
in time to another are presented in the following sections.

Time Value of Money Calculations

Cash-flow conversion involves the transfer of project funds from one point in 
time to another. The following notations are used for the variables involved 
in the conversion process:

i = interest rate per period

n = number of interest periods

P = a present sum of money

F = a future sum of money

A = a uniform end-of-period cash receipt or disbursement

G =  a uniform arithmetic gradient increase in period-by-period pay-
ments or disbursements

In many cases, the interest rate used in performing economic analysis is 
set equal to the minimum attractive rate of return (MARR) of the decision 
maker. The MARR is also sometimes referred to as hurdle rate, required inter-
nal rate of return (IRR), ROI, or discount rate. The value of MARR is chosen for 
a project based on the objective of maximizing the economic performance of 
the project.

Calculations with Compound Amount Factor

The procedure for the single payment compound amount factor finds a 
future amount, F, that is equivalent to a present amount, P, at a specified 
interest rate, i, after n periods. This is calculated by the following formula:

 F = P(1 + i)n

A graphic representation of the relationship between P and F is shown in 
Figure 11.2.
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Example

A sum of $5000 is deposited in a project account and left there to earn 
interest for 15 years. If the interest rate per year is 12%, the compound 
amount after 15 years can be calculated as follows:

 F = $5000(1 + 0.12)15 = $27,367.85

Calculations with Present Value Factor

Present value (PV or P), also called present worth, is the present-day at-hand 
value of a cash flow. The present value factor computes PV when F is given. 
The present value factor is obtained by solving for P in the equation for the 
compound amount factor. That is

 P = F(1 + i)−n

Supposing it is estimated that $15,000 would be needed to complete the 
implementation of a project 5 years from now, how much should be deposited 
in a special project fund now so that the fund would accrue to the required 
$15,000 exactly 5 years from now? If the special project fund pays interest at 
9.2% per year, the required deposit would be

 P = $15,000(1 + 0.092)−5 = $9660.03

Calculations with Uniform Series Present Worth Factor

The uniform series present worth factor is used to calculate the present worth 
equivalent, P, of a series of equal end-of-period amounts, A. Figure 11.3 shows 

1 2 3 . . . . n

0

Present

Time periods 

Future 

FIGURE 11.2
Single payment compound amount cash flow.
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the uniform series cash flow. The derivation of the formula uses the finite sum 
of the present worth values of the individual amounts in the uniform series 
cash flow as shown below:
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Example

Suppose the sum of $12,000 must be withdrawn from an account to 
meet the annual operating expenses of a multiyear project. The project 
account pays interest at 7.5% per year compounded on an annual basis. 
If the project is expected to last 10 years, how much must be deposited 
in the project account now so that the operating expenses of $12,000 can 
be withdrawn at the end of every year for 10 years? The project fund is 
expected to be depleted to zero by the end of the last year of the project. 
The first withdrawal will be made 1 year after the project account is 
opened, and no additional deposits will be made in the account during 
the project life cycle. The required deposit is calculated in this way:
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Calculations with Uniform Series Capital Recovery Factor

The capital recovery formula is used to calculate the uniform series of equal 
end-of-period payments, A, that are equivalent to a given present amount, P. 

0

1 2 3 . . . . n

P 

A A A

. . . .

A

FIGURE 11.3
Uniform series cash flow.
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This is the converse of the uniform series present amount factor. The  equation 
for the uniform series capital recovery factor is obtained by solving for A in 
the uniform series present amount factor. That is
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Example

Suppose a piece of equipment needed to launch a project must be pur-
chased at a cost of $50,000. The entire cost is to be financed at 13.5% 
per year and repaid on a monthly installment schedule over 4 years. 
It is desired to calculate what the monthly loan payments will be. It 
is assumed that the first loan payment will be made exactly 1 month 
after the equipment is financed. If the interest rate of 13.5% per year 
is compounded monthly, then the interest rate per month will be 
13.5%/12 = 1.125% per month. The number of interest periods over which 
the loan will be repaid is 4(12) = 48 months. Consequently, the monthly 
loan payments are  calculated to be
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Calculations with Uniform Series Compound Amount Factor

The series compound amount factor is used to calculate a single future 
amount that is equivalent to a uniform series of equal end-of-period pay-
ments. The cash flow is shown in Figure 11.4. Note that the future amount 

A 

0                  n

F

A 

1 2 3 . . . .

. . . .

A A

FIGURE 11.4
Uniform series compound amount cash flow.
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occurs at the same point in time as the last amount in the uniform series of 
payments. The factor is derived as shown below:
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Example

If equal end-of-year deposits of $5000 are made to a project fund paying 
8% per year for 10 years, how much can be expected to be available for 
withdrawal from the account for capital expenditure immediately after 
the last deposit is made?
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Calculations with Uniform Series Sinking Fund Factor

The sinking fund factor is used to calculate the uniform series of equal end-
of-period amounts, A, that are equivalent to a single future amount, F. This is 
the reverse of the uniform series compound amount factor. The formula for 
the sinking fund is obtained by solving for A in the formula for the uniform 
series compound amount factor. That is
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Example

How large are the end-of-year equal amounts that must be deposited 
into a project account so that a balance of $75,000 will be available for 
withdrawal immediately after the twelfth annual deposit is made? The 
initial balance in the account is zero at the beginning of the first year. 
The account pays 10% interest per year. Using the formula for the sink-
ing fund factor, the required annual deposits are
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Calculations with Capitalized Cost Formula

Capitalized cost refers to the present value of a single amount that is equiva-
lent to a perpetual series of equal end-of-period payments. This is an exten-
sion of the series present worth factor with an infinitely large number of 
periods. This is shown graphically in Figure 11.5.

Using the limit theorem from calculus as n approaches infinity, the series 
present worth factor reduces to the following formula for the capitalized 
cost:
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Example

How much should be deposited in a general fund to service a recurring 
public service project to the tune of $6500 per year forever if the fund 
yields an annual interest rate of 11%? Using the capitalized cost formula, 
the required one-time deposit to the general fund is
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Arithmetic Gradient Series

The gradient series cash flow involves an increase of a fixed amount in the 
cash flow at the end of each period. Thus, the amount at a given point in time 
is greater than the amount at the preceding period by a constant amount. 
This constant amount is denoted by G. Figure 11.6 shows the basic gradient 

C 

0

A A A A A A A A

1 2 3 4 5 6 7 8 9 . . . .

. . . .

FIGURE 11.5
Capitalized cost cash flow.
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series in which the base amount at the end of the first period is zero. The size 
of the cash flow in the gradient series at the end of period t is calculated as

 A t G t nt = − =( ) , , , ...,1 1 2  

The total present value of the gradient series is calculated by using the 
present amount factor to convert each individual amount from time t to time 
0 at an interest rate of i% per period and then summing up the resulting pres-
ent values. The finite summation reduces to a closed form as shown below:
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Example

The cost of supplies for a 10-year project increases by $1500 every year 
starting at the end of year two. There is no cost for supplies at the end 
of the first year. If interest rate is 8% per year, determine the present 
amount that must be set aside at time zero to take care of all the future 
supplies expenditures. We have G = 1500, i = 0.08, and n = 10. Using the 
arithmetic gradient formula, we obtain
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In many cases, an arithmetic gradient starts with some base amount 
at the end of the first period and then increases by a constant amount 
thereafter. The nonzero base amount is denoted as A1. Figure 11.7 shows 
this type of cash flow.

1 2 3 . . . . n

0

P 

(n – 1)G 

G
2G

FIGURE 11.6
Arithmetic gradient cash flow with zero base amount.
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The calculation of the present amount for such cash flows requires 
breaking the cash flow into a uniform series cash flow of amount A1 and 
an arithmetic gradient cash flow with zero base amount. The uniform 
series present worth formula is used to calculate the present worth of 
the uniform series portion while the basic gradient series formula is 
used to calculate the gradient portion. The overall present worth is then 
calculated:
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Internal Rate of Return

The IRR for a cash flow is defined as the interest rate that equates the future 
worth at time n or present worth at time 0 of the cash flow to zero. If we let i* 
denote the IRR, then we have
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where “+” is used in the summation for positive cash-flow amounts or 
receipts and “−” is used for negative cash-flow amounts or disbursements. 
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FIGURE 11.7
Arithmetic gradient cash flow with nonzero base amount.



406 Project Management for the Oil and Gas Industry

At denotes the cash-flow amount at time t, which may be a receipt (+) or a 
disbursement (−). The value of i* is referred to as discounted cash-flow rate of 
return, internal rate of return, or true rate of return. The above procedure essen-
tially calculates the net future worth (NFW) or the net present worth (NPW) 
of the cash flow. That is

NFW = future worth of receipts − future worth of disbursements

NFW = FW (receipts) – FW (disbursements)

NPW = present worth of receipts − present worth of disbursements

NPW = PW (receipts) – PW (disbursements)

Setting the NPW or NFW equal to zero and solving for the unknown vari-
able i determines the IRR of the cash flow.

Benefit–Cost Ratio Analysis

The benefit–cost ratio of a cash flow is the ratio of the present worth of ben-
efits to the present worth of costs. This is defined below:
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where Bt is the benefit (receipt) at time t and Ct is the cost (disbursement) 
at time t. If the benefit–cost ratio is greater than one, then the investment 
is acceptable. If the ratio is less than one, the investment is not acceptable. 
A ratio of one indicates a break-even situation for the project.

Simple Payback Period

Payback period refers to the length of time it will take to recover an initial 
investment. The approach does not consider the impact of the time value of 
money. Consequently, it is not an accurate method of evaluating the worth of 
an investment. However, it is a simple technique that is used widely to per-
form a “quick-and-dirty” assessment of investment performance. Another 
limitation of the technique is that it considers only the initial cost. Other 
costs that may occur after time zero are not included in the calculation. The 
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payback period is defined as the smallest value of n (nmin) that satisfies the 
following expression:
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where Rt is the revenue at time t and C0 is the initial investment. The pro-
cedure calls for a simple addition of the revenues period by period until 
enough total has been accumulated to offset the initial investment.

Example

An organization is considering installing a new computer system that will 
generate significant savings in material and labor requirements for order 
processing. The system has an initial cost of $50,000. It is expected to save 
the organization $20,000 a year. The system has an anticipated useful life 
of 5 years with a salvage value of $5000. Determine how long it would take 
for the system to pay for itself from the savings it is expected to generate. 
Since the annual savings are uniform, we can calculate the payback period 
by simply dividing the initial cost by the annual savings. That is

 

nmin
$ ,

$ ,
.= =50 000

20 000
2 5 years

Note that the salvage value of $5000 is not included in the above calcula-
tion since the amount is not realized until the end of the useful life of the 
asset (i.e., after 5 years). In some cases, it may be desired to consider the 
salvage value. In that case, the amount to be offset by the annual savings 
will be the net cost of the asset. In that case, we would have the following:
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50 000 5000

20 000
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If there are tax liabilities associated with the annual savings, those 
liabilities must be deducted from the savings before the payback period 
is calculated.

Discounted Payback Period

In this book, we introduce the discounted payback period approach, in which 
the revenues are reinvested at a certain interest rate. The payback period is 
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determined when enough money has been accumulated at the given interest 
rate to offset the initial cost as well as other interim costs. In this case, the 
calculation is done by the following expression:
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Example

A new solar cell unit is to be installed in an office complex at an initial 
cost of $150,000. It is expected that the system will generate annual cost 
savings of $22,500 on the electricity bill. The solar cell unit will need to 
be overhauled every 5 years at a cost of $5000 per overhaul. If the annual 
interest rate is 10%, find the discounted payback period for the solar cell 
unit considering the time value of money. The costs of overhaul are to be 
considered in calculating the discounted payback period.

SOLUTION

Using the single payment compound amount factor for one period itera-
tively, the following set of solutions is obtained for cumulative savings 
for each time period:

Period 1: $22,500
Period 2: $22,500 + $22,500 (1.10)1 = $47,250
Period 3: $22,500 + $47,250 (1.10)1 = $74,475
Period 4: $22,500 + $74,475 (1.10)1 = $104,422.50
Period 5: $22,500 + $104,422.50 (1.10)1 − $5000 = $132,364.75
Period 6: $22,500 + $132,364.75 (1.10)1 = $168,101.23

The initial investment is $150,000. By the end of period 6, we have accu-
mulated $168,101.23, more than the initial cost. Interpolating between 
period 5 and period 6, results in nmin of 5.49 years. That is, it will take 
five-and-a-half years to recover the initial investment. The calculation is 
shown below:
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168 101 25 132 364 75
6 5 5 49

 

Time Required to Double Investment

It is sometimes of interest to determine how long it will take a given invest-
ment to reach a certain multiple of its initial level. The “Rule of 72” is one 
simple approach to calculating the time required to for an investment to 
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double in value, at a given interest rate per period. The Rule of 72 gives the 
following formula for estimating the time required:

 
n

i
= 72

where i is the interest rate expressed in percentage. Referring to the single 
payment compound amount factor, we can set the future amount equal to 
twice the present amount and then solve for n. That is, F = 2P. Thus

 2 1P P i n= +( )

Solving for n in the above equation yields an expression for calculating the 
exact number of periods required to double P:
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where i is the interest rate expressed in decimals. In general, the length of 
time it would take to accumulate m multiples of P is expressed as:
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where m is the desired multiple. For example, at an interest rate of 5% per 
year, the time it would take an amount, P, to double in value (m = 2) is 14.21 
years. This, of course, assumes that the interest rate will remain constant 
throughout the planning horizon. Table 11.5 presents a tabulation of the val-
ues calculated from both approaches. Figure 11.8 shows a graphical compari-
son of the Rule of 72 to the exact calculation.

Effects of Inflation on Project Costing

Inflation can be defined as the decline in purchasing power of money, and 
as such, is a major player in the financial and economic analysis of projects. 
Multiyear projects are particularly subject to the effects of inflation. Some of 
the most common causes of inflation include the following:

• An increase in the amount of currency in circulation

• A shortage of consumer goods
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• An escalation of the cost of production

• An arbitrary increase in prices set by resellers

The general effects of inflation are felt in terms of an increase in the prices 
of goods and a decrease in the worth of currency. In cash-flow analysis, ROI 
for a project will be affected by time value of money as well as inflation. The 

TABLE 11.5

Evaluation of the Rule of 72

i% n (Rule of 72) n (Exact Value)

0.25 288.00 277.61

0.50 144.00 138.98

1.00 72.00 69.66

2.00 36.00 35.00

5.00 14.20 17.67

8.00 9.00 9.01

10.00 7.20 7.27

12.00 6.00 6.12

15.00 4.80 4.96

18.00 4.00 4.19

20.00 3.60 3.80

25.00 2.88 3.12

30.00 2.40 2.64
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FIGURE 11.8
Evaluation of investment life for double return.
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real interest rate (d) is defined as the desired rate of return in the absence 
of inflation. When we talk of “today’s dollars” or “constant dollars,” we are 
referring to the use of the real interest rate. The combined interest rate (i) is 
the rate of return combining the real interest rate and the inflation rate. If we 
denote the inflation rate as j, then the relationship between the different rates 
can be expressed as shown below:

 1 + i = (1 + d)(1 + j)

Thus, the combined interest rate can be expressed as follows:

 i = d + j + dj

Note that if j = 0 (i.e., no inflation), then i = d. We can also define commodity 
escalation rate (g) as the rate at which individual commodity prices escalate. 
This may be greater than or less than the overall inflation rate. In practice, 
several measures are used to convey inflationary effects. Some of these are 
the consumer price index, the producer price index, and the wholesale price 
index. A “market basket” rate is defined as the estimate of inflation based on 
a weighted average of the annual rates of change in the costs of a wide range 
of representative commodities. A “then-current” cash flow is a cash flow that 
explicitly incorporates the impact of inflation. A “constant worth” cash flow 
is a cash flow that does not incorporate the effect of inflation. The real inter-
est rate, d, is used for analyzing constant worth cash flows. Figure 11.9 shows 
constant worth and then-current cash flows.

The then-current cash flow in the figure is the equivalent cash flow consid-
ering the effect of inflation. Ck is what it would take to buy a certain “basket” 
of goods after k time periods if there was no inflation. Tk is what it would 
take to buy the same “basket” in k time period if inflation were taken into 
account. For the constant worth cash flow, we have

 Ck = T0, k = 1, 2, . . ., n

and for the then-current cash flow, we have

 Tk = T0(1 + j)k, k = 1, 2, . . ., n

Constant-worth cash flow

T0
Ck = T0 T0

Tk

0 1 k n 0 1 k n

Then-current cash flow

FIGURE 11.9
Cash flows for effects of inflation.
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where j is the inflation rate. If Ck = T0 = $100 under the constant worth cash 
flow, then we have $100 worth of buying power. If we are using the commod-
ity escalation rate, g, then we will have

 Tk = T0(1 + g)k, k = 1, 2, . . ., n

Thus, a then-current cash flow may increase based on both a regular infla-
tion rate (j) and a commodity escalation rate (g). We can convert a then-current 
cash flow to a constant worth cash flow by using the following relationship:

 Ck = Tk(1 + j)−k, k = 1, 2, . . ., n

If we substitute Tk from the commodity escalation cash flow into the 
expression for Ck above, we get the following:
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Note that if g = 0 and j = 0, the Ck = T0. That is, there is no inflationary effect. 
We can now define the effective commodity escalation rate (v):

 v = [(1 + g)/(1 + j)] – 1

The commodity escalation rate (g) can be expressed as follows:

 g = v + j + vj

Inflation can have a significant impact on the financial and economic 
aspects of an industrial project. Inflation may be defined, in economic terms, 
as the increase in the amount of currency in circulation. To a producer, infla-
tion means a sudden increase in the cost of items that serve as inputs for the 
production process (equipment, labor, materials, etc.). To the retailer, infla-
tion implies an imposed higher cost of finished products. To an ordinary citi-
zen, inflation portends a noticeable escalation of prices of consumer goods. 
All these aspects are intertwined in a project management environment.

The amount of money supply, as a measure of a country’s wealth, is con-
trolled by the government. When circumstances dictate such action, govern-
ments often feel compelled to create more money or credit to take care of old 
debts and pay for social programs. When money is generated at a faster rate 
than the growth of goods and services, it becomes a surplus commodity, and its 
value (i.e., purchasing power) will fall. This means that there will be too much 
money available to buy only a few goods and services. When the purchasing 
power of a currency falls, each individual in a product’s life cycle (that is, each 
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person or entity that spends money on a product throughout its life cycle, from 
production through disposal) has to use more of the currency in order to obtain 
the product. Some of the classic concepts of inflation are discussed below:

 1. In cost-driven or cost-push inflation, increases in producer’s costs are 
passed on to consumers. At each stage of the product’s journey from 
producer to consumer, prices are escalated disproportionately in 
order to make a good profit. The overall increase, in the product’s 
price is directly proportional to the number of intermediaries it 
encounters on its way to the consumer.

 2. In demand-driven or demand-pull inflation, excessive spending power 
of consumers forces an upward trend in prices. This high spending 
power is usually achieved at the expense of savings. The law of sup-
ply and demand dictates that the more the demand, the higher the 
price. This results in demand-driven or demand-pull inflation.

 3. Impact of international economic forces can induce inflation on a 
local economy. Trade imbalances and fluctuations in currency val-
ues are notable examples of international inflationary factors.

 4. In wage-driven or wage-push inflation, the increasing base wages 
of workers generate more disposable income and, hence, higher 
demands for goods and services. The high demand, consequently, 
creates a pull on prices. Coupled with this, employers pass the addi-
tional wage cost on to consumers through higher prices. This type 
of inflation is very difficult to contain because wages set by union 
contracts and prices set by producers almost never fall.

 5. Easy availability of credit leads consumers to “buy now and pay 
later,” thereby creating another opportunity for inflation. This is a 
dangerous type of inflation because the credit not only pushes prices 
up, but it also leaves consumers with less money later to pay for the 
credit. Eventually, many credits become uncollectible debts, which 
may then drive the economy toward recession.

 6. Deficit spending results in an increase in money supply and, thereby, 
creates less room for each dollar to get around. The popular saying 
that indicates that “a dollar does not go far anymore,” simply refers 
to inflation in laymen’s terms. The different levels of inflation may 
be categorized as discussed below.

Mild Inflation

When inflation is mild (at 2–4%), the economy actually prospers. Producers 
strive to produce at full capacity in order to take advantage of the high prices 
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to the consumer. Private investments tend to be brisk, and more jobs become 
available. However, the good fortune may only be temporary. Prompted 
by the prevailing success, employers are tempted to seek larger profits and 
workers begin to ask for higher wages. They cite their employer’s prosperous 
business as a reason to bargain for bigger shares of the business profit. So, 
we end up with a vicious cycle where the producer asks for higher prices, the 
unions ask for higher wages, and inflation starts an upward trend.

Moderate Inflation

Moderate inflation occurs when prices increase at 5–9%. Consumers start 
purchasing more as a hedge against inflation. They would rather spend 
their money now than watch it decline further in purchasing power. The 
increased market activity serves to fuel further inflation.

Severe Inflation

Severe inflation is indicated by price escalations of 10% or more. Double-
digit inflation implies that prices rise much faster than wages do. Debtors 
tend to be the ones who benefit from this level of inflation because they repay 
debts with money that is less valuable than when they borrowed.

Hyperinflation

When each price increase signals an increase in wages and costs, which 
again sends prices further up, the economy has reached a stage of malig-
nant galloping inflation or hyperinflation. Rapid and uncontrollable infla-
tion destroys the economy. The currency becomes economically useless as 
the government prints it excessively to pay for obligations.

Inflation can affect any industrial project in terms of raw materials pro-
curement, salaries and wages, and/or cost tracking dilemmas. Some effects 
are immediate and easily observable while others are subtle and pervasive. 
Whatever form it takes, inflation must be taken into account in long-term 
project planning and control. Large projects, especially, may be adversely 
affected by the effects of inflation in terms of cost overruns and poor resource 
utilization. Managers should note that the level of inflation will determine 
the severity of the impact on projects.
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Break-Even Analysis

Break-even analysis refers to the determination of the balanced performance 
level where project income is equal to project expenditure. The total cost of 
an operation is expressed as the sum of the fixed and variable costs with 
respect to output quantity. That is

 TC(x) = FC + VC(x)

where x is the number of units produced, TC(x) is the total cost of producing 
x units, FC is the total fixed cost, and VC(x) is the total variable cost associ-
ated with producing x units. The total revenue resulting from the sale of x 
units is defined as

 TR(x) = px

where p is the price per unit. The profit due to the production and sale of x 
units of the product is calculated as

 P(x) = TR(x) − TC(x)

The break-even point of an operation is defined as the value of a given 
parameter that will result in neither profit nor loss. The parameter of 
 interest may be the number of units produced, the number of hours of 
operation, the number of units of a resource type allocated, or any other 
measure of interest. At the break-even point, we have the following 
relationship:

 TR(x) = TC(x) or P(x) = 0

In some cases, there may be a known mathematical relationship between 
cost and the parameter of interest. For example, there may be a linear cost 
relationship between the total cost of a project and the number of units pro-
duced. The cost expressions facilitate a straightforward break-even analy-
sis. Figure 11.10 shows an example of a break-even point for a single project. 
Figure 11.11 shows examples of multiple break-even points that exist when 
multiple projects are compared. When two project alternatives are com-
pared, the break-even point refers to the point of indifference between the 
two alternatives. In Figure 11.11, x1 represents the point where projects A and 
B are equally desirable, x2 represents where A and C are equally desirable, 
and x3 represents where B and C are equally desirable. The figure shows that 
if we are operating below a production level of x2 units, then project C is the 
preferred project among the three. If we are operating at a level more than x2 
units, then project A is the best choice.
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Example

Three project alternatives are being considered for producing a new 
product. The required analysis involves determining which alternative 
should be selected on the basis of how many units of the product are 
produced per year. Based on past records, there is a known relationship 
between the number of units produced per year, x, and the net annual 
profit, P(x), from each alternative. The level of production is expected 
to be between 0 and 250 units per year. The net annual profits (in thou-
sands of dollars) are given below for each alternative:

$

0
x (Units) 

A

B

C

x1 x2 x3 

T
o

ta
l 

p
ro

fi
t 

FIGURE 11.11
Break-even points for multiple projects.
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FIGURE 11.10
Break-even point for a single project.
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Project A: P(x) = 3x − 200
Project B: P(x) = x
Project C: P(x) = (1/50)x2 − 300

This problem can be solved mathematically by finding the intersec-
tion points of the profit functions and evaluating the respective profits 
over the given range of product units. It can also be solved by a graphi-
cal approach. Figure 11.12 shows a plot of the profit functions. Such a 
plot is called a break-even chart. The plot shows that Project B should be 
selected if between 0 and 100 units are to be produced, Project A should 
be selected if between 100 and 178.1 units (178 physical units) are to be 
produced, and Project C should be selected if more than 178 units are to 
be produced. It should be noted that if less than 66.7 units (66 physical 
units) are produced, Project A will generate a net loss rather than a net 
profit. Similarly, Project C will generate losses if less than 122.5 units (122 
physical units) are produced.

Profit Ratio Analysis

Break-even charts offer opportunities for several different types of analysis. 
In addition to the break-even points, other measures of worth or criterion 
measures may be derived from the charts. A measure called the profit ratio is 
presented here for the purpose of obtaining a further comparative basis for 

66.7 100 122.5 150 178.1 250
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Project C 
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FIGURE 11.12
Plot of profit functions.
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competing projects. A profit ratio is defined as the ratio of the profit area to 
the sum of the profit and loss areas in a break-even chart. That is

 

Profit ratio =
area of profit region

area of profit region + areea of loss region

For example, suppose that the expected revenue and the expected total 
cost associated with a project are given, respectively, by the following 
expressions:

 R(x) = 100 + 10x

 TC(x) = 2.5x + 250

where x is the number of units produced and sold from the project. Figure 11.13 
shows the break-even chart for the project. The break-even point is shown to be 
20 units. Net profits are realized from the project if more than 20 units are pro-
duced, and net losses are realized if less than 20 units are produced. It should 
be noted that the revenue function in Figure 11.13 represents an unusual case, 
in which a revenue of $100 is realized when zero units are produced.

Suppose it is desired to calculate the profit ratio for this project if the 
number of units that can be produced is limited to between 0 and 100 units. 
From Figure 11.13, the surface area of the profit region and the area of the 
loss region can be calculated by using the standard formula for finding the 
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FIGURE 11.13
Area of profit versus area of loss.



419Engineering Economics for Oil and Gas

area of a triangle: area = (1/2)(base)(height). Using this formula, we have the 
following:
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Thus, the profit ratio is computed as follows:

 Profit ratio = 24,000/(24,000 + 1500) = 0.9411 ≡ 94.11%

The profit ratio may be used as a criterion for selecting among project 
alternatives. If this is done, the profit ratios for all the alternatives must 
be calculated over the same values of the independent variable. The proj-
ect with the highest profit ratio will be selected as the desired project. For 
example, Figure 11.14 presents the break-even chart for an alternate project, 
say Project II. It can be seen that both the revenue and cost functions for the 
project are nonlinear. The revenue and cost are defined as follows:

 R(x) = 160x − x2

 TC(x) = 500 + x2

If the cost and/or revenue functions for a project are not linear, the areas 
bounded by the functions may not be easily determined. For those cases, 
it may be necessary to use techniques such as definite integrals to find the 
areas. Figure 11.14 indicates that the project generates a loss if less than 3.3 
units (3 actual units) are produced or if more than 76.8 units (76 actual units) 
are produced. The respective profit and loss areas on the chart are calculated 
as shown below:

Area 1 (loss) = 802.80 unit-dollars

Area 2 (profit) = 132,272.08 unit-dollars

Area 3 (loss) = 48,135.98 unit-dollars
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Consequently, the profit ratio for Project II is computed as follows:

 

Profit ratio =
total area of profit region

total area of profit region ++ total area of loss region
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+ +
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The profit ratio approach evaluates the performance of each alternative 
over a specified range of operating levels. Most of the existing evaluation 
methods use single-point analysis with the assumption that the operating 
condition is fixed at a given production level. The profit ratio measure allows 
an analyst to evaluate the net yield of an alternative, given that the production 
level may shift from one level to another. An alternative, for example, may 
operate at a loss for most of its early life, but it may generate large incomes 
to offset those losses in its later stages. Conventional methods cannot eas-
ily capture this type of transition from one performance level to another. In 
addition to being used to compare alternate projects, the profit ratio may also 
be used for evaluating the economic feasibility of a single project. In such a 
case, a decision rule may be developed, such as the following:

If profit ratio is greater than 75%, accept the project.

If profit ratio is less than or equal to 75%, reject the project.
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FIGURE 11.14
Break-even chart for revenue and cost functions.
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Project Cost Estimation

Cost estimation and budgeting help establish a strategy for allocating 
resources in project planning and control. Based on the desired level of 
accuracy, there are three major categories of cost estimation for budgeting: 
order-of-magnitude estimates, preliminary cost estimates, and detailed cost esti-
mates. Order-of-magnitude cost estimates are usually gross estimates based 
on the experience and judgment of the estimator. They are sometimes called 
“ballpark” figures. These estimates are typically made without a formal 
evaluation of the details involved in the project. The level of accuracy associ-
ated with order-of-magnitude estimates can range from −50% to +50% of the 
actual cost. These estimates provide a quick way of getting cost information 
during the initial stages of a project. The estimation range is summarized as 
follows:

 50% (actual cost) ≤ order-of-magnitude estimate ≤ 150% (actual cost)

Preliminary cost estimates are also gross estimates but with a higher level 
of accuracy. In developing preliminary cost estimates, more attention is paid 
to some selected details of the project. An example of a preliminary cost esti-
mate is the estimation of expected labor cost. Preliminary estimates are use-
ful for evaluating project alternatives before final  commitments are made. 
The level of accuracy associated with preliminary estimates can range from 
−20% to +20% of the actual cost, as shown below:

 80% (actual cost) ≤ preliminary estimate ≤ 120% (actual cost)

Detailed cost estimates are developed after careful consideration is 
given to all the major details of a project. Considerable time is typically 
needed to obtain detailed cost estimates. Because of the amount of time 
and effort needed to develop detailed cost estimates, the estimates are 
usually developed after a firm commitment has been made that the proj-
ect  will take  off.  Detailed cost estimates are important for evaluating 
actual  cost performance during the project. The level of accuracy asso-
ciated with detailed estimates normally ranges from −5% to +5% of the 
actual cost.

 95% (actual cost) ≤ detailed cost ≤ 105% (actual cost)

There are two basic approaches to generating cost estimates. The first one 
is a variant approach, in which cost estimates are based on variations of pre-
vious cost records. The other approach is the generative cost estimation, in 
which cost estimates are developed from scratch without taking previous 
cost records into consideration.
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Optimistic and Pessimistic Cost Estimates

Using an adaptation of the PERT formula, we can combine optimistic and 
pessimistic cost estimates. If O = optimistic cost estimate, M = most likely 
cost estimate, and P = pessimistic cost estimate, the estimated cost can be 
stated as follows:
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Project Budget Allocation

Project budget allocation involves sharing limited resources among compet-
ing tasks in a project. The budget allocation process serves the following 
purposes:

• A plan for resource expenditure

• A project selection criterion

• A projection of project policy

• A basis for project control

• A performance measure

• A standardization of resource allocation

• An incentive for improvement

Top-Down Budgeting

Top-down budgeting involves collecting data from upper-level sources such 
as top and middle managers. The figures supplied by the managers may 
come from their personal judgment, past experience, or past data on similar 
project activities. The cost estimates are passed to lower-level managers, who 
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then break the estimates down into specific work components within the 
project. These estimates may, in turn, be given to line managers, supervisors, 
and lead workers to continue the process until individual activity costs are 
obtained. Thus, top management provides the global budget, while the func-
tional-level worker provides specific budget requirements for project items.

Bottom-Up Budgeting

In this method, elemental activities, and their schedules, descriptions, and 
labor skill requirements are used to construct detailed budget requests. Line 
workers familiar with specific activities are asked to provide cost estimates, 
and then make estimates for each activity in terms of labor time, materials, 
and machine time. The estimates are then converted to an appropriate cost 
basis. The dollar estimates are combined into composite budgets at each suc-
cessive level up the budgeting hierarchy. If estimate discrepancies develop, 
they can be resolved through the intervention of senior management,  middle 
management, functional managers, project manager, accountants, or stan-
dard cost consultants. Figure 11.15 shows the breaking down of a project into 
phases and parts in order to facilitate bottom-up budgeting and improve 
both schedule and cost control.

Part 1
Part 2

Part 3

Phase III 

Phase II 

Phase I 

Time

FIGURE 11.15
Budgeting by project phases.
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Elemental budgets may be developed on the basis of the timed progress 
of each part of the project. When all the individual estimates are gathered, 
we can obtain a composite budget estimate. Figures 11.16 and 11.17 show 
an example of the various components that may be involved in an overall 
budget. The bar chart appended to a segment of the pie chart indicates the 
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FIGURE 11.17
Bar chart of budget and distribution.
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FIGURE 11.16
Pie chart of budget distribution.
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individual cost components making up that particular segment. To further 
aid in the process, analytical tools such as learning curve analysis, work 
sampling, and statistical estimation may be employed in the cost estimation 
and budgeting processes.

Budgeting and Risk Allocation for Types of Contract

Budgeting and allocation of risk are handled based on the type of contract 
involved. The list below carries progressively higher risk to the buyer (cus-
tomer) while it carries progressively lower risk to the contractor (producer):

Type 1: Firm fixed price (FFP)

Type 2: FFP with economic adjustment

Type 3: Fixed price incentive fee (FPIF)

Type 4: Cost and cost sharing (CCS)

Type 5: Cost plus incentive fee (CPIF)

Type 6: Cost plus award fee (CPAF)

Type 7: Cost plus fixed fee (CPFF)

Type 8: Cost plus percentage fee (CPPF)

Type 9: Indefinite delivery

Type 10: Time and materials

Type 11: Basic agreements (blanket contract)

Type 1 contract carries the highest risk to the contractor (producer) 
whereas it carries the lowest risk to the buyer (customer). Type 11 contract 
carries the lowest risk to the contractor (producer) whereas it carries the 
highest risk to the buyer (customer). The risk level is progressive in each 
direction of the list.

Cost Monitoring

As a project progresses, costs can be monitored and evaluated to identify 
areas of unacceptable cost performance. Figure 11.18 shows a plot of cost ver-
sus time for projected cost and actual cost. The plot permits a quick identifi-
cation of the points at which cost overruns occur in a project.

Plots similar to those presented above may be used to evaluate cost, sched-
ule, and time performance of a project. An approach similar to the profit 
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ratio presented earlier may be used along with the plot to evaluate the overall 
cost performance of a project over a specified planning horizon. Presented 
below is a formula for cost performance index (CPI):

 

CPI =
areaof cost benefit

areaof cost benefit + areaof cost overrun

As in the case of the profit ratio, CPI may be used to evaluate the rela-
tive performances of several project alternatives or to evaluate the feasi-
bility and acceptability of an individual alternative. In Figure 11.19, we 
present another cost-monitoring tool, referred to as a cost-control pie chart. 
The chart is used to track the percentage of the cost going into a specific 
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component of a project. Control limits can be included in the pie chart to 
identify costs that have become out of control. The example in Figure 11.19 
shows that 10% of total cost is tied up in supplies. The control limit is located 
at 12% of total cost. Hence, the supplies expenditure is within  control (so 
far, at least).

Project Balance Technique

One other approach to monitoring cost performance is the project balance 
technique. The technique helps in assessing the economic state of a project at 
a desired point in time in the life cycle of the project. It calculates the net cash 
flow of a project up to a given point in time. The project balance is calculated 
as follows:
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where
B(i)t = project balance at time t at an interest rate of i% per period
PW income (i)k = present worth of net income from the project up to time k
P = initial cost of the project
St = salvage value at time t

The project balance at time t gives the net loss or net profit associated with 
the project up to that time.

Cost and Schedule Control Systems Criteria

Contract management involves the process by which goods and services are 
acquired, utilized, monitored, and controlled in a project. Contract manage-
ment addresses the contractual relationships from the initiation of a project 
to the completion of the project (i.e., completion of services and/or hand over 
of deliverables). Some of the important aspects of contract management that 
oil and gas practitioners should be familiar with include:

• Principles of contract law

• Bidding process and evaluation
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• Contract and procurement strategies

• Selection of source and contractors

• Negotiation

• Worker-safety considerations

• Product liability

• Uncertainty and risk management

• Conflict resolution

In 1967, the U.S. Department of Defense (DOD) introduced a set of 35 stan-
dards or criteria with which contractors must comply under cost or incentive 
contracts. The system of criteria is referred to as the cost and schedule control 
systems criteria (C/SCSC). Although no longer in vogue, many government 
agencies still require compliance with modified and updated versions of 
C/SCSC, albeit under different “new” and trendy monikers. The primary 
goal of C/SCSC is to manage the risk of cost overrun to the government on 
major contracts. That goal is a desirable pursuit of any modern cost manage-
ment and contract administration system; although actual implementation 
is often lamentable. The C/SCSC system presents an integrated approach 
to cost and schedule management. This “integrated approach” is in agree-
ment with the premise of project management as presented in this book. C/
SCSC has been widely used in major project undertakings. It is intended to 
facilitate greater uniformity and provide advance warning about impend-
ing schedule or cost overruns as well as performance risks. Some of the fac-
tors influencing schedule, performance, and cost problems are summarized 
below, with suggested lists of control actions:

Causes of schedule problems:

• Delay of critical activities

• Unreliable time estimates

• Technical problems

• Precedence structure

• Change of due dates

• Bad time estimates

• Changes in management direction

Schedule control actions:

• Use activity crashing

• Redesign tasks

• Revise milestones

• Update time estimates

• Change the scope of work
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• Combine related activities

• Eliminate unnecessary activities (i.e., operate lean)

Causes of performance problems:

• Poor quality

• Poor functionality

• Maintenance problems

• Poor mobility (knowledge transfer)

• Lack of training

• Lack of clear objectives

Performance control actions:

• Use SMART job objectives (specific, measurable, aligned, realis-
tic, timed)

• Use improved tools/technology

• Adjust project specifications

• Improve management oversight

• Review project priorities

• Modify project scope

• Allocate more resources

• Require higher level of accountability

• Improve work ethics (through training, mentoring, and 
education)

Causes of cost problems:

• Inadequate budget

• Effects of inflation

• Poor cost reporting

• Increase in scope of work

• High overhead cost

• High labor cost

Cost-control actions:

• Reduce labor costs

• Use competitive bidding

• Modify work process

• Adjust work breakdown structure

• Improve coordination of project functions

• Improve cost estimation procedures

• Use less expensive raw materials
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• Mitigate effects of inflationary trends (e.g., use of price hedging 
in procurement)

• Cut overhead costs

• Outsource work

The topics covered by C/SCSC or any of its modern derivates include cost 
estimating and forecasting, budgeting, cost control, cost reporting, earned 
value analysis, resource allocation and management, and schedule adjust-
ments. There is no doubt that the contemporary evolution of cost manage-
ment as presented in PMI’s PMBOK was influenced by the foundational 
contents of C/SCSC. The important link between all of these developments 
is the dynamism of the relationship between performance, time, and cost, 
as was alluded to earlier in this book. Figure 11.20 illustrates an example of 
the dynamism that exists in cost–schedule–performance relationships. The 
relationships represent a multiobjective problem. The resultant function, f(p, 
c, t), in Figure 11.20 represents a vector of decision; taking into account the 
relative nuances of project cost, schedule, and performance. Because perfor-
mance, time, and cost objectives cannot be satisfied equally well, concessions 
or compromises need to be worked out in implementing C/SCSC or other 
project control criteria.

To comply with the ideals of cost management, contractors must use 
 standardized planning and control methods based on earned value. Earned 
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FIGURE 11.20
Cost–schedule–performance relationships.
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value refers to the actual dollar value of work performed at a given point in 
time compared to planned cost for the work. This is different from the con-
ventional approach of measuring actual versus planned, which is explicitly 
forbidden by C/SCSC. In the conventional approach, it is possible to mis-
represent the actual content (or value) of the work accomplished. The work 
rate analysis technique can be useful in overcoming the deficiencies of the 
conventional approach. C/SCSC is developed on a work content basis using 
the following factors:

• The actual cost of work performed (ACWP), which is determined 
on the basis of the data from cost accounting and information 
systems

• The budgeted cost of work scheduled (BCWS) or baseline cost deter-
mined by the costs of scheduled accomplishments

• The budgeted cost of work performed (BCWP) or earned 
value, the actual work of effort completed as of a specific point in 
time

The following equations can be used to calculate cost and schedule vari-
ances for a work package at any point in time:

Cost variance = BCWP − ACWP

Percent cost variance = 100 × (cost variance/BCWP)

Schedule variance = BCWP − BCWS

Percent schedule variance = 100 × (schedule variance/BCWS)

ACWP and remaining funds = target cost (TC)

ACWP + cost to complete = estimated cost at completion (EAC)

The above characteristics of C/SCSC and R&M 2000 have undergone appli-
cation modifications in recent years. Several new systems of cost control are 
now available in practice. The essential elements of cost control in any new 
approach are discussed in the section that follows.

Elements of Cost Control

Cost control, in the context of cost management, refers to the process of 
regulating or rectifying cost attributes to bring them within acceptable lev-
els. Because of the volatility and dynamism often encountered in oil and 
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gas projects, it is imperative to embrace the following project cost-control 
 practices as presented in PMBOK:

• Influence the factors that create changes to the cost baseline

• Ensure requested changes are agreed upon

• Manage the actual changes when and as they occur

• Assure that potential cost overruns do not exceed authorized fund-
ing (by period and in total)

• Monitor cost performance to detect and understand variances from 
the cost baseline

• Record all appropriate changes accurately against the cost baseline

• Prevent incorrect, inappropriate, or unapproved changes from being 
included in cost reports

• Inform appropriate stakeholders or approved changes

• Act to bring expected cost overruns within acceptable limits

• Use earned value technique (EVT) to track and rectify cost performance

Contemporary Earned Value Technique

This section details the elements of a contemporary EVT. EVT is used pri-
marily for cost-control purposes. The technique involves developing impor-
tant diagnostic values for each schedule activity, work package, or control 
element. Although the definitions presented below are similar to those in 
the foregoing C/SCSC discussions, there are shades of differences that are 
important to highlight. The definitions according to PMI’s PMBOK are sum-
marized below:

Planned value (PV): This is the budgeted cost for the work scheduled to be 
completed on an activity or WBS element up to a given point in time.

Earned value (EV): This is the budgeted amount for the work actually 
completed on the schedule activity or WBS component during a 
given time period.

Actual cost (AC): This is the total cost incurred in accomplishing work 
on the schedule activity or WBS component during a given time 
period. AC must correspond in definition, scale, units, and coverage 
to whatever was budgeted for PV and EV. For example, direct hours 
only, direct costs only, or all costs including indirect costs.

  The PV, EV, and AC values are used jointly to provide performance 
measures of whether or not work is being accomplished as planned 



433Engineering Economics for Oil and Gas

at any given point in time. The common measures of project assess-
ment are cost variance (CV) and schedule variance (SV).

Cost variance (CV): This equals earned value minus actual cost. The cost 
variance at the end of the project will be the difference between the 
budget at completion (BAC) and the actual amount expended.

 CV = EV – AC

Schedule variance (SV): This equals earned value minus planned 
value. Schedule variance will eventually become zero when the 
project is completed because all of the planned values will have 
been earned.

 SV = EV – PV

Cost performance index (CPI): This is an efficiency indicator relating 
earned value to actual cost. It is the most commonly used cost-effi-
ciency indicator. CPI value less than 1.0 indicates a cost overrun of 
the estimates. CPI value greater than 1.0 indicates a cost advantage 
(under-run) of the estimates.

 
CPI

EV

AC
=

Cumulative CPI (CPIC): This is a measure that is widely used to forecast 
project costs at completion. It equals the sum of the periodic earned 
values (Cum. EV) divided by the sum of the individual actual costs 
(Cum. AC).

 
CPI

EV

AC
C

C

C
=

Schedule performance index (SPI): This is a measure that is used to predict 
the completion date of a project. It is used in conjunction with CPI to 
forecast project completion estimates.

 
SPI

EV

PV
=

Estimate to complete (ETC) based on new estimate: Estimate to complete 
equals the revised estimate for the work remaining as determined 
by the performing organization. This is an independent noncalcu-
lated estimate to complete for all the work remaining. It considers 
the performance or production of the resources to date. The calcula-
tion of ETC uses two alternate formulas based on earned value data.
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ETC based on atypical variances: This calculation approach is used when 
current variances are seen as atypical and the expectations of the 
project team are that similar variances will not occur in the future.

 ETC BAC EVC= −

where BAC = budget at completion.

ETC based on typical variances: This calculation approach is used when 
current variances are seen as typical of what to expect in the future.

 
ETC

BAC EV

CPI

C

C=
−

Estimate at completion (EAC): This is a forecast of the most likely total 
value based on project performance. EAC is the projected or antici-
pated total final value for a schedule activity, WBS component, or 
project when the defined work of the project is completed. One EAC 
forecasting technique is based upon the performance organiza-
tion providing an estimate at completion. Two other techniques are 
based on earned value data. The three calculation techniques are 
presented below. Each of the three approaches can be effective for 
any given project because it can provide valuable information and 
signal if the EAC forecasts are not within acceptable limits.

EAC using a new estimate: The approach calculates the actual costs to date 
plus a new ETC that is provided by the performing organization. This 
is most often used when past performance shows that the original 
estimating assumptions were fundamentally flawed or that they are 
no longer relevant due to a change in project operating conditions.

 EAC AC ETCC= +

EAC using remaining budget: In this approach, EAC is calculated as 
cumulative actual cost plus the budget that is required to complete 
the remaining work, where the remaining work is the budget at 
completion minus the earned value. This approach is most often 
used when current variances are seen as atypical and the project 
management team expectations are that similar variances will not 
occur in the future.

 EAC AC (BAC EV)C= + −

where (BAC − EV) = remaining project work = remaining PV.

EAC using cumulative CPI: In this approach, EAC is calculated as 
actual costs to date plus the budget that is required to complete 
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the remaining project work, modified by a performance factor. The 
performance factor of choice is usually the cumulative CPI. This 
approach is most often used when current variances are seen as typi-
cal of what to expect in the future.

 
EAC AC

(BAC EV)

CPI
C

C= +
−

Other important definitions and computational relationships among 
the earned value variables are

Earned → Budgeted cost of work actually performed

Planned → Budgeted cost of work scheduled

Actual → Cost of actual work performed

 Ending CV = budget at completion − actual amount spent at the end
 = BAC − EAC
 = VAC (variance at completion)

EAC = ETC + AC
 = (BAC − EV) + AC
 = AC + (BAC − EV)

ETC = EAC − AC
= BAC − EV

Figure 11.21 illustrates the relationships among the earned value variables 
discussed above.

Activity-Based Costing

Activity-based costing (ABC) has emerged as an effective costing technique 
for industrial projects. The major motivation for ABC is that it offers an 
improved method to achieve enhancements in operational and strategic deci-
sions. ABC offers a mechanism to allocate costs in direct proportion to the 
activities that are actually performed. This is an improvement over the tra-
ditional way of generically allocating costs to departments. It also improves 
the conventional approaches to allocating overhead costs. In general, ABC is 
a method for estimating the resources required to operate an organization’s 
business activities, produce its products, and provide services to its clients.

The ABC methodology assigns resource costs through activities to the 
products and services provided to its customers. It is generally used as a tool 
for understanding product and customer costs with respect to project profit-
ability. ABC is also frequently used to formulate strategic decisions such as 
product pricing, outsourcing, and process improvement efforts.
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The use of PERT/CPM, precedence diagramming, the critical resource dia-
gramming method, and WBS can facilitate the decomposition or breakdown 
of a task to provide information for ABC. Some of the potential impacts of 
ABC on a production line include the following:

• Identification and removal of unnecessary costs

• Identification of the cost impact of adding specific attributes to a product

• Indication of the incremental cost of improved quality

• Identification of the value-added points in a production process

• Inclusion of specific inventory carrying costs

• Provision of a basis for comparing production alternatives

• Ability to assess “what-if” scenarios for specific tasks

ABC is just one component of the overall activity-based management 
(ABM) in an organization, and thus has its limitations, as well. ABM 
involves a more global management approach to the planning and control of 
 organizational endeavors. This requires consideration for product planning, 
resource allocation, productivity management, quality control, training, line 
balancing, value analysis, and a host of other organizational responsibilities. 
In the implementation of ABC, several issues must be considered:
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FIGURE 11.21
Graphical plot of earned value performance analysis.
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• Level and availability of resources committed to developing  activity- 
based information and cost

• Duration and level of effort needed to achieve ABC objectives

• Level of cost accuracy that can be achieved by ABC

• Ability to track activities based on ABC requirements

• Challenge of handling the volume of detailed information provided 
by ABC

• Sensitivity of the ABC system to changes in activity configuration

From ABM to ABC, there are both qualitative and quantitative aspects of 
tracking, managing, and controlling costs. Unfortunately, many attempts 
to use ABC often degenerate into conceptual arm-waving rather than real 
quantitative accountability. To be successful, the SMART principle can be 
applied for developing ABC strategies. Under ABM and ABC, cost tracking 
must satisfy the following SMART requirements:

Specific: Cost tracking must be specific so as to facilitate accountability.

Measurable: Cost tracking must be measurable.

Aligned: Cost tracking must be aligned with the organization’s goals.

Realistic: Cost tracking must be realistic and within the organization’s 
capability.

Timed: Cost tracking must be timed in order to avoid ambiguities.

Also, to increase the effectiveness of ABC, an organization should use 
 parametric cost techniques, which utilize project characteristics (parameters) 
to develop mathematical models for cost management. In summary, oil and 
gas project cost management requires more prudent approaches compared 
to conventional cost management practices. Frequent changes in science, 
technology, and engineering undertakings lead to dynamism of cost scenar-
ios. Consequently, step-by-step tractable approaches must be used.

Strategic Capital Rationing

Strategic budget allocation involves sharing limited resources between several 
operational objectives in a strategic cost management challenge. Considering 
each budget allocation as an investment, the valuation of such investment 
represents a measure of outcome relative to the input of budgetary resources 
in the presence of risks. Even in a nonprofit environment, investment analysis 
and management are essential for ensuring operational effectiveness. Budget 
and investment analysis can serve any of the following purposes:
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• A plan for resources expenditure

• A project selection criterion

• A projection of project policy

• A basis for project control

• A performance measure

• A standardization of resource allocation

• An incentive for process improvement

General Formulation of Budget Allocation Problem

A general formulation for capital rationing involves selecting a combination 
of projects that will optimize the ROI or maximize system effectiveness. A 
general formulation of the capital budgeting (Badiru and Omitaomu, 2007) 
problem is presented below:
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where
n = number of projects
vi = measure of performance for project i (e.g., present value)
ci = cost of project i
xi = indicator variable for project i
B = budget availability level

A solution of the above model will indicate what projects should be selected 
in combination with other projects. The example that follows illustrates a capi-
tal rationing problem. Planning a portfolio of projects is essential in resource-
limited projects. The capital-rationing formulation that follows demonstrates 
how to determine the optimal combination of project investments (or budget 
allocations) so as to maximize total ROI or total system effectiveness. Suppose 
a project analyst is given N projects, X1, X2, X3,. . ., XN, with the requirement 
to determine the level of investment in each project so that total investment 
return is maximized subject to a specified limit on available budget. We assume 
that the projects are not mutually exclusive. The investment in each project 
starts at a base level bi (i = 1, 2, . . ., N) and increases by variable increments 
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kij (j = 1, 2, 3, . . ., Ki), where Ki is the number of increments used for project i. 
Consequently, the level of investment in project Xi is defined as follows:
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For most cases, the base investment will be zero. In those cases, we will 
have bi = 0. In the modeling procedure used for this problem, we have

 

X
i

i =
1

0

if the investment in project is greater than zero

otherwise                                                                





and

 

Y
j i

ij =
1

0

if th increment of alternative is used

otherwise                                               





The variable xi is the actual level of investment in project i, while Xi is an 
indicator variable indicating whether or not project i is one of the projects 
selected for investment. Similarly, kij is the actual magnitude of the jth incre-
ment while Yij is an indicator variable that indicates whether or not the jth 
increment is used for project i. The maximum possible investment in each 
project is defined as Mi, such that

 b x Mi i i≤ ≤

There is a specified limit, B, on the total budget available to invest, such that
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There is a known relationship between the level of investment, xi, in each 
project and the expected return, R(xi). This relationship will be referred to as 
the utility function, f(.), for the project. The utility function may be developed 
through historical data, regression analysis, and forecasting models. For a 
given project, the utility function is used to determine the expected return, 
R(xi), for a specified level of investment in that project. That is
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where rij is the incremental return obtained when the investment in project 
i is increased by kij. If the incremental return decreases as the level of invest-
ment increases, the utility function will be concave. In that case, we will have 
the following relationship:
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so that only the first n increments (j = 1, 2, . . ., n) that produce the highest 
returns are used for project i. Figure 11.22 shows an example of a concave 
investment utility function.

If the incremental returns do not define a concave function, f(xi), then 
one has to introduce the inequality constraints presented above into the 
optimization model. Otherwise, the inequality constraints may be left out 
of the model, since the first inequality, Y Yij ij≥ +1, is always implicitly satis-
fied for concave functions. The objective is to maximize the total return. 
That is
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FIGURE 11.22
Utility curve for investment yield.
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Subject to the following constraints:
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The modeling approach presented above is an illustration of how 
 operations research can be applied to complex budget allocation problems. 
The model can be adapted and modified for budget decision and capital 
rationing applications in oil and gas projects. Oil and gas analysts in unique 
operating  environments can customize the basic modeling approach to fit 
their respective budget allocation practices and operational requirements.
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12
Project Risk Analysis

Risk management is an essential and integral part of project management 
in the oil and gas industry. For an oil and gas infrastructure project, risk 
management can be carried out effectively by investigating and identifying 
the sources of risks associated with each activity of the project. These risks 
can be assessed or measured in terms of likelihood and impact. Because of 
the exploration basis of the oil and gas industry, a different and diverse set 
of risk concerns will be involved. So, as risks are assessed for managerial 
processes, technical and exploration risks must also be assessed. Risk and 
estimation of reserves constitute a major portion of project risk analysis in 
the oil and gas industry. The major activities in oil and gas risk analysis 
consist of feasibility studies, design, transportation, utility, survey works, 
construction, permanent structure works, mechanical and electrical instal-
lations, maintenance, and so on. This chapter addresses only selected topics 
from the list.

Definition of Risk

Risk is often ambiguously defined as a measure of the probability, level of 
severity, and exposure to all hazards for a project activity. Practitioners and 
researchers often debate the exact definition, meaning, and implications of 
risk. Two alternate definitions of risk are presented below:

Risk is an uncertain event or condition that, if it occurs, has a positive or 
negative effect on a project objective.

Risk is an uncertain event or set of circumstances that, should it occur, 
will have an effect on the achievement of the project’s objectives.

In this book, we present the following definition of risk management:

Risk management is the state of having a contingency ready to respond to 
the impact (good or bad) of occurrence of risk, such that risk mitiga-
tion or risk exploitation becomes an intrinsic part of the project plan.

For any oil and gas project, there is always a chance that things will not turn 
out exactly as planned. Thus, project risk pertains to the probability of uncer-
tainties of the technical, schedule, and cost outcomes of the project. All oil and 



444 Project Management for the Oil and Gas Industry

gas projects are complex and they involve risks in all the phases of the project 
starting from the feasibility phase to the operational phase. These risks have 
a direct impact on the project schedule, cost, and performance. These projects 
are inherently complex and volatile with many variables. A proper risk mitiga-
tion plan, if developed for identified risks, would ensure better and smoother 
achievement of project goals within the specified time, cost, and technical 
requirements. Conventional project management techniques, without a risk 
management component, are not sufficient to ensure time, cost, and quality 
achievement of a large-scale project, which may be mainly due to changes in 
scope and design, changes in government policies and regulations, changes 
in industry agreement, unforeseen inflation, underestimation and improper 
estimation. Projects, which are exposed to such risks and uncertainty, can be 
effectively managed with the incorporation of risk management throughout 
the projects’ life cycle.

Sources of Project Uncertainty

Project risks originate from the uncertainty that is present in all projects to 
one extent or another. A common area of uncertainty is the size of project 
parameters, such as time, cost, and quality with respect to the expectations 
of the project. For example, we may not know precisely how much time 
and effort will be required to complete a particular task. Possible sources of 
uncertainty include the following:

• Poor estimates of time and cost

• Lack of a clear specification of project requirements

• Ambiguous guidelines about managerial processes

• Lack of knowledge of the number and types of factors influencing 
the project

• Lack of knowledge about the interdependencies among activities in 
the project

• Unknown events within the project environment

• Variability in project design and logistics

• Project scope changes

• Varying direction of objectives and priorities

Using a fishbone diagram, Figure 12.1 illustrates examples of various 
pathways to project risks leading to project failure. Notice how uncertainty 
in one factor at one level can influence the outlook of another factor at a dif-
ferent level.
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Impact of Government Regulations

Risks can be mitigated, not eliminated. In fact, risk is the essence of any 
 enterprise. In spite of government regulations designed to reduce acci-
dent risks in the energy industry, accidents will occasionally happen. 
Government regulators can work with oil and gas producers to monitor 
data and operations. This will only preempt a fraction of potential risks of 
incidents. For this reason, regulators must work with operators to ensure 
that adequate precautions are taken in all operating scenarios. Government 
and industry must work together in a risk mitigation partnership, rather 
than in an adversarial “lording” relationship. There is no risk-free activ-
ity in the oil and gas business. For example, many of the recent petroleum 
industry accidents involved human elements—errors, incompetence, negli-
gence, and so on. How do you prevent negligence? You can encourage non-
negligent operation or incentivize perfect record, but human will still be 
human when bad things happen. Operators and regulators must build on 
experiences to map out the path to risk reduction in operations. Effective 
risk management requires a reliable risk analysis technique. Below is how 
to deal with risk management:

• Avoid

• Assign

• Assume

• Mitigate

• Manage

Below is a four-step process of managing risk

• Step 1—Identify the risks

• Step 2—Assess the risks

• Step 3—Plan risk mitigation

• Step 4—Communicate risk

We must venture out on the risk limb in order to benefit from what the 
project offers. Consider the quote below:

Behold the lowly Turtle—he only makes
progress when he sticks his neck out

James Conan Bryan, 1954*

* http://www.quotationspage.com/quote/2830.htm
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Let us take another look at the basic definition:

Risk—“Potential realization of an unwanted negative consequence”

Reward—“Potential realization of a desired positive consequence”

A master list of risk management involves the following:

• New technology

• Functional complexity

• New versus replacement

• Leverage on company

• Intensity of business need

• Interface existing applications

• Staff availability

• Commitment of team

• Team morale

• Applications knowledge

• Client information systems (IS) knowledge

• Technical skills availability

• Staff conflicts

• Quality of information available

• Dependability on other projects

• Conversion difficulty

• End-date dictate

• Conflict resolution mechanism

• Continued budget availability

• Project standards used

• Large/small project

• Size of team

• Geographic dispersion

• Reliability of personnel

• Availability of support organization

• Availability of champion

• Vulnerability to change

• Stability of business area

• Organizational impact

• Tight time frame
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• Turnover of key people

• Change budget accepted

• Change process accepted

• Level of client commitment

• Client attitude toward IS

• Readiness for takeover

• Client design participation

• Client participation in acceptance test

• Client proximity to IS

• Acceptance process

A potential layout for risk assessment matrix is presented in Figure 12.2. 
Possible risk response planning can follow the following options:

• Accept—Do nothing because the cost to fix is more expensive than 
the expected loss

• Avoid—Elect not to do part of the project associated with the risk

• Contingency planning—Frame plans to deal with risk consequence 
and monitor risk regularly (identify trigger points)

• Mitigate—Reduce the probability of occurrence, the loss, or both

• Transfer—Outsource

Assessment matrix
probability

High Medium Low

C
o

n
se

q
u

en
ce

High

Medium

Low

FIGURE 12.2
Risk assessment matrix.
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Case Example of Risk Analysis

Following on the heels of the chapter on construction management, this 
section presents a case example of project risk management for an under-
ground construction of metro rail in the capital city of a developing nation 
in South Asia (Sarkar and Dutta [1]). Although this pertains to the construc-
tion of a city transportation system, the problem scenario is not unlike what 
an oil and gas organization might face. The project considered for analysis 
is the construction of an underground corridor for metro rail operations in 
the capital city of an emerging economic nation in South Asia. Phase I of the 
project is about 65 km with 59 stations. The estimated capital cost of Phase 
I is about INR 105 billion. The project under study for this research work 
is a part of Phase I. The scope of work is the design and construction of a 
6.6 km underground metro corridor with six underground stations and a 
twin tunnel system. The underground stations are referred to as S1, S2, . . ., 
S6. Here, S6 is the terminal station equipped with an overrun tunnel (where 
an up train can be converted to a down train). The client is a public sector 
company floated jointly by the state and central government. The principal 
contractor is a joint venture (JV) of three foreign contractors and two domes-
tic contractors. The type of contract is a design build turnkey (DBT) where 
the principal contractor is required to design the underground corridor and 
execute the project. The project cost for the execution of 6.6 km is about INR 
18 billion. The contract period is about 5 years (exclusively for execution). 
The feasibility phase of the project is an additional 5 years. The activity chart 
of the sample stretch under analysis consisting of the tunnel connecting two 
stations S5 and S6; S6 station box and the overrun tunnel succeeding S6 sta-
tion box is provided in Table 12.1. The corresponding network diagram is 
given in Figure 12.3.

Risk Analysis by Expected Value Method

Reviewing the available literature, we observed that no well-defined tech-
nique is available for quantitative risk analysis for a complex infrastructure 
transportation project like construction of underground corridor for metro 
rail operations. Also, we observed that the expected value method (EVM) 
has the potentiality of quantifying the risks in terms of likelihood, impact, 
and severity. This would enable the project authorities to classify the risks 
according to the severity, adopt mitigation measures, and allocate contin-
gency funds accordingly.

Thus, this method appears to be quite suitable for risk analysis for the under-
ground corridor metro rail construction, which has risks and uncertainties 
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involved in all phases of the project. We assume a network of deterministic 
time and cost. We also assume that the critical path model network has “N” 
activities that are indicated by j = (1,. . .,N) and there are “M” risk sources 
indicated by i = (1,. . .,M). Define the variables as follows:

Lij: Likelihood of ith risk source for jth activity

Wij: Weightage of ith risk source for jth activity

TABLE 12.1

Major Activities and Their Time Estimates in the Underground Corridor 
Construction Project (Terminal Station S6)

Activity Description

Immediate 

Predecessors

Duration 

(Days) ES EF LS LF

A Feasibility studies — 1875 0 1875 0 1875

B Design A 295 1875 2170 1985 2280

C Technology selection A 90 1875 1965 1875 1965

D Traffic diversion B,E 475 2280 2755 2280 2755

E Utility diversion C 315 1965 2280 1965 2280

F Survey works B,E 290 2280 2570 2821 3111

G Shoulder/king piles D 356 2755 3111 2755 3111

H Timber lagging C 240 1965 2205 2871 3111

I Soil excavation G,F,H 330 3111 3411 3111 3441

J Rock excavation L,R 165 2655 2820 3276 3441

K Fabrication and 
erection of 
construction decks

C 170 1965 2135 2941 3111

L Fabrication and 
erection of steel 
struts

C 690 1965 2655 2421 3111

M Rock anchor 
installation

N,O 285 2280 2565 3156 3441

N Shotcreting and rock 
bolting

L,R 120 2655 2775 2871 2991

O Subfloor drainage Q 170 2110 2280 2821 2991

P Water proofing I,K,J,M 120 3441 3561 3441 3561

Q Diaphragm wall 
construction

C 145 1965 2110 2604 2749

R Top down 
construction

Q 122 2110 2232 2749 2871

S Permanent structure N,O 570 2280 2850 2991 3561

T Mechanical/electrical 
installations and 
services

P,S 225 3561 3786 3561 3786

U Backfilling and 
restoration works

N,O 225 2280 2505 3561 3786

Note: ES: early start; EF: early finish; LS: late start; LF: late finish.
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FIGURE 12.3
Network diagram for underground corridor construction project.
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Iij: Impact of ith risk source for jth activity

CLFj: Composite likelihood factor for jth activity

CIFj: Composite impact factor for jth activity

BTEj: Base time estimate for jth activity

BCEj: Base cost estimate for jth activity

CCj: Corrective cost for jth activity

CTj: Corrective time for jth activity

RCj: Risk cost for jth activity

RTj: Risk time for jth activity

ECj: Expected cost for jth activity

ETj: Expected time for jth activity

Base time estimate (BTE) of the project is the estimated basic project 
duration determined by critical path method of the project network. 
Similarly, the estimated basic cost of project determined by the cost for 
each activity is termed as the base cost estimate (BCE). The BTE and BCE 
data of all the major activities of the project have been obtained as per the 
detailed construction drawings, method statement and specifications for 
the works collected from the project. The corresponding corrective time 
(CT) or the time required to correct an activity in case of a failure due to 
one or more risk sources for each activity and their corresponding cor-
rective cost (CC) have been estimated based on the personal experiences 
of the first author and have been tabulated. An activity may have several 
risk sources each having its own likelihood of occurrence. The value of 
likelihood should range between 0 and 1. The likelihood of failure (Lij) 
defined above, of the identified risk sources of each activity were obtained 
through a questionnaire survey. The target respondents were experts and 
professionals involved in and associated with the project under analy-
sis and also other similar projects. The corresponding weightage (Wij) of 
each activity has also been obtained from the feedback of the question-
naire survey circulated among experts. The summation of the weightages 
should be equal to 1.

 Wij

i

M

=

∑ =
1

1, for all ( = 1, , ) j j N

The weightages can be based on local priority (LP) where the weightages 
of all the subactivities of a particular activity equal 1. Also, weightages can 
be based on global priority (GP) where the weightages of all the activities 
of the project equal 1. The mean of all the responses should desirably be 
considered for analysis. Inconsistent responses can be modified using a 
second-round questionnaire survey using the Delphi technique. The next 
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step is to compute the risk cost (RC) and risk time (RT) of the activities of 
the project. RC and RT for an activity can be obtained from the following 
relationship:

 Risk cost for activity j (RC)j = (CC)j × Lj for all j

 Risk time for activity j (RT)j = (CT)j × Lj for all j

The total risk time for an activity is the summation of the risk time of all 
the subactivities along the critical path. The likelihood (Lij) of all risk sources 
for each activity j can be combined and expressed as a single composite like-
lihood factor (CLF)j. The weightages (Wij) of the risk sources of the activi-
ties are multiplied with their respective likelihoods to obtain the CLF for 
the activity. The relationship of computing the CLF as a weighted average is 
given below:

 Composite likelihood factor (CLF)j = L W jij ij

i

M

=

∑
1

for all 

 0 1 1
1

≤ ≤ =
=
∑L W jij ij

i

M

and for all 

The impact of a risk can be expressed in terms of the effect caused by the 
risk to the time and cost of an activity. This time impact and cost impact can 
be considered as the risk time and risk cost of the activity. A similar com-
putation as that of likelihood can be done for obtaining a single combined 
composite impact factor (CIF) by considering the weighted average as per the 
relationship given below:

 Composite impact factor (CIF)j = I Wij ij

i

M

=

∑
1

 0 1 1
1

≤ ≤ =
=
∑I W jij ij

i

M

and for all 

Risk consequence or severity can be expressed as a function of risk like-
lihood and risk impact. Thus the numerical value will range from 0 to 1. 
This severity can also be expressed in terms of qualitative rating as “no 
severity” for value 0 and “extremely high severity” for value 1. The numer-
ical value of the risk severity (RS) is obtained from the below-mentioned 
relationship:

 Risk consequence/severity (RS)j = Lj × Ij for all j



454 Project Management for the Oil and Gas Industry

The risk consequence derived from this equation measures how serious the 
risk is to project performance. Small values represent unimportant risks that 
might be ignored and large values represent important risks that need to be 
treated. The expected cost (EC)j and expected time (ET)j for each project activity 
and subsequently the computation of the expected project cost and time was 
carried out from the concept of the expected value (EV) of a decision tree analy-
sis. The expected value is calculated as follows and is shown in Figure 12.4:

 EV = probability of occurrence (p) [higher payoff] + (1 − p) [lower payoff]

 Expected cost (EC)j = Lj (BCEj + CCj) + (1 − Lj) BCEj

 = BCEj + CCj (Lj)

 = BCEj + RCj for all j

 Expected time (ET)j = Lj (BTEj + CTj) + (1 − Lj) BTEj

 = BTEj + CTj (Lj)

 = BTEj + RTj for all j

Risk Analysis

The sample stretch under analysis consists of a 530 m cut-and-cover tunnel 
connecting stations S5 and S6, a 290 m S6 station box, and a 180 m cut-and-cover 

BCE + CC
p

(1 – p)
BCE

BCEj + CCj
Lj

(1 – Lj) BCEj

BTEj + CTj
Lj

(1 – Lj) BTEj

BTE + CT
p

(1 – p)
BTE

FIGURE 12.4
 Decision tree structure.
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overrun tunnel adjoining the S6 station box. S6 station being the terminal sta-
tion, the down trains toward this station after leaving station S5 will travel 
through the 530 m cut-and-cover tunnel and enter the platforms of the ter-
minal station S6. After the commuters vacate the train at this terminal sta-
tion, this down train will travel through the 180 m overrun tunnel and will 
be converted into an up line train that will travel from station S6 to S1. The 
activities of the sample stretch under analysis consist of the installation and 
erection of temporary supporting and retaining structures to enable con-
struction by cut-and-cover technology and for the construction of permanent 
structures like tunnels and station boxes, which are RCC single boxes/twin 
boxes for tunnels and RCC boxes with intermediate concourse slab for sta-
tion boxes.

We have considered some basic assumptions during the analysis. These 
assumptions are (i) the maximum cost overrun permissible is 25% of the 
basic cost estimate beyond which the project becomes less feasible and 
(ii) the maximum permissible time overrun for infrastructure projects is 
about 30% of the base time estimate, beyond which the feasibility of the 
project reduces. The common risk sources that are identified for all the 
activities in Table 12.1 and Figure 12.3 are provided in Table 12.2. This ques-
tionnaire was circulated among 67 experts having adequate experience in 
underground construction projects or similar infrastructure projects. These 
experts were required to respond with respect to the likelihood of occur-
rence and the weightages associated with each risk based on their expe-
rience. The methodology for receiving the filled-up questionnaires from 
the respondents was through personal approach, telephonic conversation, 
e-mails, and post.

The experts were designers, consultants, deputy project leaders, project 
managers, deputy project managers, CEOs, managing directors, area manag-
ers, people in charge of quality assurance/quality control, and safety, senior 
engineers, and project engineers of the principal contractor of the above 
project, the client organization, the consulting organization, major subcon-
tractors of the above project, and other ongoing metro rail projects within 
the country. Of around 67 experts, 45 had responded to this study and the 
mean of all the responses of respective risk likelihoods and their associated 
weightages in the related activities have been considered. The inconsistent 
responses were revised by conducting a second-round questionnaire survey 
using the Delphi technique.

A sample of a part of a filled-up questionnaire consisting of the likelihood 
of risks and the weightage associated with the identified risks for the fea-
sibility project risk (FPR) is presented later on. The value of likelihood (Lij) 
varies from 0 to 1 and the sum of the weightages (Wij) on LP basis is equal to 
1. That is

 (0.121 + 0.185 + 0.155 + 0.295 + 0.075 + 0.169)
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The corresponding composite likelihood factor is calculated as follows:

 

( ) ( , , ) .CLF for all j ij ij

i

M

L W j j N= = =
=

∑
1

1 0 348

Similar tables were formulated for preexecution project risk (PEPR 1 and 
PEPR 2) and execution project risk (EPR 1 to EPR 18). The common risk 
sources of the project activities are shown in Table 12.3.

Expected Value Method for Project Risk Assessment

The network diagrams consisting of the major activities of the project have 
been drawn and their activity times (early start, early finish, late start, and 

TABLE 12.2

Identification and Classification of Risks Involved in the Project

S. No. Risk Classification Nomenclature Risk Description

1 FPR Feasibility project risk

2 PEPR 1 Preexecution project risk—design risks

3 PEPR 2 Preexecution project risk—technology risks

4 EPR 1 Execution project risk—risks in traffic 
diversion works

5 EPR 2 Risks in utility diversion works

6 EPR 3 Risks in survey works

7 EPR 4 Risks in soldier piling and king piling works

8 EPR 5 Risks in timber lagging works

9 EPR 6 Risks in soil excavation works

10 EPR 7 Risks in rock excavation works

11 EPR 8 Risks in installation of construction decks

12 EPR 9 Risks in installation of steel struts

13 EPR 10 Risks in installation of rock anchors

14 EPR 11 Risks in shotcreting and rock bolting works

15 EPR 12 Risks in subfloor drainage works

16 EPR 13 Risks in waterproofing works

17 EPR 14 Risks in diaphragm wall construction

18 EPR 15 Risks in top down construction

19 EPR 16 Risks in permanent structure works

20 EPR 17 Risks in mechanical and electrical 
installation works

21 EPR 18 Risks in backfilling and restoration works
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late finish) have been calculated by forward and backward pass and then 
their critical path has been tracked out. The duration along the critical path 
is the longest duration path and is considered as the duration of the  project. 
The BCE and BTE of each activity and subactivity of the project have been 
calculated as per the actual site data. The corrective cost and time for each 
activity have been assumed as a certain percentage (25–75%) of BCE and 
BTE, respectively, depending upon the severity and casualty caused by 
that risk. Each activity of the project as presented in Figure 12.3 has been 
analyzed at the subactivity level for computation of RC, RT, EC, ET, and 
risk severity. The detailed analysis for computation of risk cost and time 
for all the activities of the project is presented in Table 12.4. As per Figure 
12.1, which represents the critical path diagram of the entire project of the 
underground corridor construction, and Table 12.4, for activity A (feasibility 
studies), the CLF is 0.348 as obtained from the feedback of the questionnaire 
survey.

The base cost estimate (BCE)j for the activity feasibility studies (A) is INR 
240 million, the corrective cost (CC)j is INR 60 million (assumed in consulta-
tion with experts), the base time estimate (BTE)j is 1875 days, and the correc-
tive time (CT)j is 1130 days (assumed in consultation with experts).

Risk cost (RC)j = 0.348 × 60 × 106 = INR 20.88 × 106

Risk time (RT)j = 0.348 × 1130 days = 393.24 days

TABLE 12.3

Common Risk Sources of the Project Activities

S. No. Risk Source Description

1 Risks due to delay in approval of detailed project report (DPR)

2 Land acquisition risks

3 Design risks

4 Technology selection risks

5 Approval and permit risks

6 Joint venture risks

7 Financial and investment risks

8 Political risks

9 Environment related risks

10 Geotechnical risks

11 Major or minor accidents during execution

12 Unforeseen heavy rain

13 Force majeure risks like flood, fire earthquake, and so on

14 Labor agitation and strikes

15 Inflation risks

16 Risks due to delayed payment from client

17 Risks due to delayed payment to subcontractor
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TABLE 12.4

Expected Cost and Time Analysis for the Project

Activity (CLF)j

Base Cost 

Estimate 

(BCE)j INR 

Million

Corrective 

Cost (CC)j 

INR 

Million

Risk Cost 

(RC)j INR 

Million

Base Time 

Estimate 

(BTE)j 

Days

Corrective 

Time (CT)j 

Days

Risk 

Time 

(RT) 

Days

Expected 

Cost (EC)j 

INR 

Million

Expected 

Time 

(ET) 

Days

EC % 

Higher 

than 

BCE

ET % 

Higher 

than 

BTE

A 0.348 240 60 20.88 1875 1130 393.24 260.88 2268.24 8.7 20.97

B 0.356 110 32 11.39 295 245 87.22 121.39 382.22 10.36 29.57

C 0.27 40 10 2.7 90 85 22.95 42.7 112.95 6.75 25.5

D 0.319 50 11.9 3.80 475 355 113.25 53.80 588.25 7.59 23.84

E 0.262 100 82.4 21.59 315 267 69.95 121.59 384.95 21.59 22.21

F 0.186 10 8.66 1.61 290 247 45.94 11.61 335.94 16.11 15.84

G 0.28 220 176.46 49.41 356 356 99.68 269.41 455.68 22.46 28

H 0.252 20 15.97 4.03 240 180 45.36 24.03 285.36 20.13 18.9

I 0.377 150 122 45.99 330 205 77.29 195.99 407.29 30.66 23.42

J 0.419 80 56 23.46 165 140 58.66 103.46 223.66 29.33 35.55

K 0.398 120 108 42.98 170 113 44.97 162.98 214.97 35.82 26.46

L 0.367 300 245 89.92 690 485 178 389.92 868 29.97 25.8

M 0.345 50 49.2 16.97 285 250 86.25 66.97 371.25 33.95 30.26

N 0.343 80 70.3 24.11 260 185 63.46 104.11 323.46 30.14 24.41

O 0.306 60 58 17.75 170 130 39.78 77.78 209.78 29.58 23.4

P 0.384 120 83.2 31.98 120 95 36.48 151.95 156.48 26.62 30.4

Q 0.278 60 59.2 16.46 145 115 31.97 76.46 176.97 27.43 22.05

R 0.227 80 77.2 17.52 122 88 19.98 97.52 141.98 21.91 16.37

S 0.223 800 596.5 133.02 570 415 92.55 933.02 662.55 16.63 16.24

T 0.398 300 217.7 86.64 225 180 71.64 386.64 296.64 28.88 31.84

U 0.354 250 189.3 67.01 225 163 57.7 317.01 282.7 26.8 25.65

3240 2329 729.20 3786 884.47 3969.20 4670.47 22.51 23.36

Note: Base time estimate and risk time is considered as the time estimate along the critical path (refer to Figure 12.3).



459Project Risk Analysis

Then, we have the following:

Expected cost (EC)j = BCEj + RCj = INR 260.88 million

Expected time (ET)j = BTEj + RTj = 2268.24 days

A similar computation has been carried out for activities B, C, D, . . ., and 
U (refer to Table 12.4). Table 12.5 shows the expected project cost and time 
 analysis. The expected cost (EC)Project of the entire project of underground 
corridor construction has been calculated as follows:

 

Expected cost (EC) EC INR 3969.20 millionProject = =
=

∑ j

j A

U

 Expected time (ET)Project = (BTE)Project + (RT)Project

 = 3786 + 884.47 days = 4670.47 days

Thus, as per the analysis, the EC of the project is 22.51% higher than the BCE 
of the project. The ET of the project is 23.36% higher than the BTE. As per the 
basic assumptions considered for risk management analysis, the cost overrun 
should not exceed 25% of the estimated base cost and the time overrun should 
not be more than 30% of the estimated base time. Exceeding these limits would 
increase the chances of the project becoming less feasible. The risk management 
analysis predicts that the expected cost of the project is 22.51% higher than the 
estimated base cost. This situation is highly alarming as it is the upper limit of 
the permissible cost overrun. It requires meticulous planning and proper risk 
mitigation measures to enhance the probability of success of the project. The 
expected time predicted from the analysis is 23.36% higher than the estimated 
base time, which is close to the upper limit of the permissible time overrun. 
Thus, it is essential to judiciously follow the risk mitigation measures to ensure 
that the project is completed within the scheduled time frame.

Risk Severity Analysis Using the Concept of CLF and CIF

The product of the likelihood and impact of a risk can be considered as the 
severity of that risk. This concept can be extended for multiple risk sources 

TABLE 12.5

Project Expected Cost and Time Analysis (Based on Questionnaire Survey Response)

Base Cost 

Estimate 

(INR Million)

Risk Cost 

(INR Million)

Base Time 

Estimate 

(Days)

Risk Time 

(Days)

Expected 

Cost (INR 

Million)

Expected 

Time (Days)

3240 729.2 3786 884.47 3969.2 4670.47
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in a work package, the likelihood and impact of which can be expressed 
in terms of CLFj and CIFj, respectively. Thus, for the underground corridor 
construction project, the scale for the classification of the risks is presented in 
Table 12.6 and computation of risk severity based on the equations presented 
earlier. Table 12.7 shows risk severity analysis.

TABLE 12.6

Risk Severity Classification

Severity Classification

0.00–0.02 Very low

0.03–0.05 Low

0.06–0.15 Medium

0.16–0.20 High

0.21–1.00 Very high

TABLE 12.7

Risk Severity Analysis of Total Project Using the Concept of Composite Likelihood 
Factor (CLF) and Composite Impact Factor (CIF)

Description of Project 

Risk (Activity)

Composite 

Likelihood 

Factor (CLF)j

Composite Impact 

Factor (CIF)j

Severity

Quantitative 

CLFj × CIFj Qualitative

FPR (A) 0.348 0.875 0.305 Very high

PEPR 1 (B) 0.393 0.868 0.341 Very high

PEPR 2 (C) 0.27 0.829 0.224 Very high

EPR 1 (D) 0.319 0.784 0.25 Very high

EPR 2 (E) 0.262 0.809 0.212 Very high

EPR 3 (F) 0.186 0.832 0.155 Medium

EPR 4 (G) 0.28 0.827 0.232 Very high

PER 5 (H) 0.252 0.818 0.206 High

PER 6 (I) 0.377 0.863 0.325 Very high

EPR 7 (J) 0.419 0.816 0.342 Very high

EPR 8 (K) 0.398 0.842 0.335 Very high

EPR 9 (L) 0.367 0.828 0.303 Very high

EPR 10 (M) 0.345 0.86 0.298 Very high

EPR 11 (N) 0.343 0.827 0.284 Very high

EPR 12 (O) 0.306 0.806 0.247 Very high

EPR 13 (P) 0.384 0.858 0.329 Very high

EPR 14 (Q) 0.278 0.872 0.242 Very high

EPR 15 (R) 0.227 0.837 0.19 High

EPR 16 (S) 0.223 0.811 0.181 High

EPR 17 (T) 0.513 0.845 0.433 Very high

EPR 18 (U) 0.254 0.544 0.138 Medium
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The risk severity analysis was also carried out by PERT analysis and the 
outcome of both the EVM and PERT analysis in terms of the severity of the 
major activities of the project is presented in Table 12.8.

Application of Monte Carlo Simulation

We apply the Monte Carlo simulation to predict the outcome of the ET and 
EC of all the possible paths of activities as represented in the network dia-
gram of the project (Figure 12.3). The Monte Carlo simulation also takes into 
account the effects of the near critical paths becoming critical. By carrying out 
a detailed path analysis of the project network diagram, we observed that the 
path A–C–E–D–G–I–P–T has the longest duration of 3786 days. Hence, this 
path is considered as the critical path of the project network (refer Figure 12.3). 
The corresponding cost for the completion of activities along this path is INR 
1220 million. It is also observed that the probability of the successful comple-
tion of the project within the stipulated time and cost frame is only 4%: (0.625 ×
0.730 × 0.738 × 0.681 × 0.720 × 0.623 × 0.616 × 0.602 = 0.040).

Path A–B–D–G–I–P–T is a near critical path with a probability of about 
4.8% for successful completion within the stipulated time and cost 
frame. There are chances of this path becoming critical. The application of 
the Monte Carlo simulation to the above path analysis resulted in Table 12.9.

From the above analysis, we observed that path 2 (A–C–E–D–G–I–P–T) 
has the longest duration of 3785.98 days and remains critical. The cor-
responding cost for the completion of all the activities along the critical 
path is INR 1222.8 million. The probability of the completion of path 2 or 
the critical path within the scheduled time is 50%. The probability of the 
successful completion of the near critical path or path 1 within the sched-
uled time is 84.13% (Z = 1.009, P = 0.8413). Also, the probability of the suc-
cessful completion of all the paths within the scheduled time is 42.05% 

TABLE 12.8

Outcome of Risk Severity Analysis by Expected Value and PERT

Very High High Medium Low

Design
Technology selection
Utility diversion
Soldier piles
King piles
Soil/rock excavation
Diaphragm wall
Steel struts
Rock anchors
Shotcreting and rock bolting

Traffic diversion
Top down construction
Timber lagging
Mechanical and 
electrical works

Permanent structure

Survey
Backfilling and restoration

Nil
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 (P = 0.8413 × 0.5 × 1 × 1 × 1 × 1 × 1 × 1 × 1 = 0.4205). Carrying out about 
10,000 runs of the Monte Carlo simulation, the EC was found to have a 
value of INR 3532.9 million and the ET of the project was found to be 4351.12 
days. The generalized risk management model for the underground corri-
dor construction for the metro rail is proposed on the basis of the detailed 
analysis carried out. This model can be effectively implemented in the 
ongoing and upcoming metro rail projects across the nation. As a part of 
the formulation of risk mitigation strategies, the following risk response 
planning can be adapted by the project authority:

• Risk transfer

• Risk sharing

• Risk reduction

• Risk contingency planning

• Risk mitigation through insurance

Project risk management, which primarily comprises schedule and cost 
uncertainties and risks, should be essentially carried out for complex urban 
infrastructure projects such as the construction of an underground corridor for 
metro rail operations. In the current research work, we found that the number 
of major and minor risks involved during the construction of the project, from 
the feasibility to the completion of the execution, are large, and if not treated 
or mitigated properly, the probability of successful completion of the project 
within the stipulated time and cost frame will reduce. This will have a direct 
impact on the efficiency and profitability of the organization. As per the analy-
sis carried out by EVM, based on the expert questionnaire survey, the expected 
project cost for the sample stretch under analysis (530 m tunnel from station S5 
to S6, S6 station box and 180 m overrun tunnel) is about 22.51% higher than the 
base cost estimate of the project. According to the basic assumptions made for 
the analytical procedure adopted, the maximum permissible cost overrun for 

TABLE 12.9

Outcome of Path Analysis of the Project Network Diagram Applying 
Monte Carlo Simulation

Path Activity/Node Path Duration (Days) Cost (INR in Crores)

1 A–B–D–G–I–P–T 3676.17 119.28

2 A–C–E–D–G–I–P–T 3785.98 122.28

3 A–C–E–F–I–P–T 3244.88 96.17

4 A–C–H–I–P–T 2879.88 87.11

5 A–C–K–P–T 2479.67 82.09

6 A–C–L–J–P–T 3164.79 108.19

7 A–C–Q–R–J–P–T 2741.60 92.20

8 A–C–Q–O–S–T 3074.89 150.10

9 A–C–Q–O–U 2504.95 65.07
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the project is 25%. Thus, if proper project risk management is not carried out 
by the authority, the project may result in a cost and time overrun, which will 
ultimately reduce the feasibility of the successful completion of the project. The 
expected project time as obtained by the analysis is about 23.36% higher than 
the base time estimate of the project, the maximum permissible time overrun 
as per the basic assumptions being 30% of the base time estimate. This value is 
also quite alarming making the concerned authority feel the need for carrying 
out proper risk management for such complex infrastructure projects.

Hence, considering the results of all the analyses carried out in this case 
example, it can be concluded that for complex infrastructure projects like that 
of an underground corridor construction, based on EVM, about INR 0.82 mil-
lion extra per day per station would be incurred if proper risk management 
is not followed to mitigate the anticipated risks. Thus, for six underground 
stations for this 6.6 km underground metro corridor package, approximately 
INR 4.92 million extra per day will have to be incurred by the project authori-
ties. A major limitation of the model adopted for analysis is that the entire 
model being probabilistic, the outcome of the analysis is largely dependent on 
the opinion of the likelihood and weightages of the identified risks obtained 
from the expert questionnaire survey. Also, any sort of misinformation pro-
vided will result in erroneous results. Although at present, a very nominal 
percentage of identified risks can be insured under the existing “Contractors 
All Risk Policy,” the potentiality of insurance and the means of making insur-
ance a strong risk mitigation tool for the construction industry provide scope 
for future exploitation of this risk management approach. Table 12.10 presents 
additional project details for this illustrative example. Table 12.11 presents the 
sample questionnaire for the feasibility project risk.

TABLE 12.10

Additional Project Details

Project Description Details

Length of route 6569 m

Tunnel (by tunnel boring machine) 3811 m

Tunnel (by cut and cover method) 937 m

Station boxes 1821 m

Average depth of stations 15–20 m below ground level

Typical width of stations Average 20 m

Typical length of stations 275–300 m

Design life 120 years for underground structures and 50 years 
for superstructures

Major Scope of Civil Engineering Works

Excavation (soil) 1,090,000 cubic meters

Excavation (rock) 215,000 cubic meters

Concreting 300,000 cubic meters

Reinforcement 47,500 metric tons

Strutting 24,500 metric tons
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TABLE 12.11

Sample Questionnaire for Feasibility Project Risk (FPR)

Risk Description

Likelihood 

(Lij)

Weightage 

(LP)(Wij)

Impact 

(Iij)

FPR 1: Feasibility Project Risk 1—Risks in Preparation of Feasibility Report

Delay in submission of preliminary feasibility report 0.15 0.029 0.65

Delay in approval for carrying out detailed feasibility 
study

0.20 0.030 0.75

Delay in preparation and submission of detailed project 
report (DPR)

0.20 0.018 0.85

Delay in approval of DPR 0.30 0.044 0.90

CLF = 0.027
CIF = 0.096 Total: 0.121

FPR 2: Resettlement and Rehabilitation Risks

Resettlement site not accepted by affected parties 0.35 0.085 0.95

Resettlement site very costly 0.15 0.055 0.80

Litigation by affected parties 0.45 0.035 0.95

Resistance and agitation by political parties 0.5 0.01 0.90

CLF = 0.059
CIF = 0.167 Total: 0.185

FPR 3: Preinvestment Risks

Cancellation of project after bidding 0.1 0.023 0.90

Delay in setting of consortium (JV) 0.35 0.052 0.95

Prolonged delay in project finalization 0.3 0.08 0.80

CLF = 0.045
CIF = 0.134 Total: 0.155

FPR 4: Land Acquisition Risks

Political interference 0.55 0.013 0.9

Delay in finalizing temporary rehabilation schemes 0.4 0.055 0.85

Public interference for changing the alignment 0.25 0.055 0.9

Interference of environmental activists 0.4 0.012 0.9

Delay due to interdepartmental issues 0.35 0.03 0.9

Delay in construction of diversion roads for existing 
traffic

0.2 0.014 0.85

Problems with the physical possession of land 0.65 0.116 0.95

CLF = 0.136
CIF = 0.264 Total: 0.295

FPR 5: Financial Closure Risks

Project not bankable 0.2 0.035 0.85

Lenders not comfortable with project viability 0.15 0.005 0.75

Adverse investment climate 0.1 0.035 0.80

CLF = 0.011
CIF = 0.061 Total: 0.075
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Case Research of Spatial Risk Analysis of Oil Refineries 

within the United States

Zachary L. Schiff and William E. Sitzabee, Energy Risk Research Report, 
Department of Systems and Engineering Management, Air Force Institute of 
Technology, Dayton, OH, 2011.

Abstract

A risk analysis methodology is necessary to manage potential effects of oil 
refinery outages to the increasingly connected, interdependent critical infra-
structure of the United States. This paper outlines an approach to develop a 
risk analysis methodology that incorporates spatial and coupling elements 
in order to develop a better understanding of risk. The methodology pro-
posed in this paper utilizes a three-phase approach to look at both natural 
disaster and terrorist risk. Understanding the uncertainty involved with 
events that could shut down the petroleum energy sector can help make 
 better decisions to manage risk to the government, people, and economy.

Index terms: geographic information systems (GIS), risk analysis, oil refin-
eries, petroleum industry, critical infrastructure, interdependency, autocor-
relation, coupling, spatial relationships.

TABLE 12.11 (continued)

Sample Questionnaire for Feasibility Project Risk (FPR)

Risk Description

Likelihood 

(Lij)

Weightage 

(LP)(Wij)

Impact 

(Iij)

FPR 6: Permit and Approval Risks

Delay in contractual clearances 0.2 0.023 0.80

Delay in project specific orders and approvals 0.25 0.019 0.85

Delay in the approval of major utilities (telecom cables, 
electrical cables, storm water drains, sewer lines, filtered 
and unfiltered water lines)

0.45 0.049 0.90

Delay in clearance from environmental and forest 
departments

0.5 0.078 0.95

CLF = 0.070
CIF = 0.153 Total: 0.169

CLFFeasibility = 0.348 (0.027 + 0.059 + 0.045 + 0.136 
+ 0.011 + 0.070)

CIFFeasibility = 0.875 (0.096 + 0.167 + 0.134 + 0.264 + 0.061 + 0.153) Grand total: 1



466 Project Management for the Oil and Gas Industry

Introduction

In the last decade, the United States has experienced first hand the devastating 
impacts of disasters, both natural and terrorist, to critical infrastructure. The 
events of the September 11, 2001 attacks (9/11); Hurricanes Ike, Katrina, and 
Rita; and British Petroleum’s Deep Horizon oil accident illustrate the effects 
of a major disaster to the United States. The monetary costs of 9/11, Hurricane 
Katrina, and Deep Horizon oil accident are estimated at $110 billion, $81 bil-
lion, and $40 billion, respectively [2–4]. The nation’s security, economy, and 
health are dependent on critical infrastructure to provide key services in 
order for the government, people, and businesses to function properly.

During Hurricanes Katrina and Rita, refinery capability was reduced by 
13% and 14%, respectively. Due to reduced capacity, the hurricanes influ-
enced gas prices to rise from $1.10 to $2.55 after the disasters [5]. The cost 
is an increase that has not been recovered from and has contributed to the 
economic recession. In addition, increased petroleum demand in the last 20 
years has increased at a faster rate than refining capability to provide gas, 
diesel, and other petroleum products. According to GAO-09-87, refineries 
are producing at a level very near their maximum capacity across the United 
States [6]. As a result, a disaster, either natural or terrorist, could potentially 
result in large shortages for a given time period.

The Department of Defense (DoD) fuel costs represented nearly 1.2% of the 
total DoD spending during FY2000 and increased to nearly 3.0% by FY2008 
[7]. Andrews [7] stated that over the same period, total defense spending 
doubled and fuel costs increased 500% from $3.6 billion to $17.9 billion. 
Nearly 97.7 billion barrels of jet fuel were consumed in FY2008 and repre-
sents nearly 71% of all fuel purchased in the DoD. According to the Air Force 
Infrastructure Energy Plan, the fuel bill for the Air Force exceeds $10 million 
dollars per day and every $10 per barrel fuel price increase drives costs up 
$600 million dollars per year [8]. In 2007, the Air Force spent $67.7 million on 
ground fuel energy and consumed 31.2 million gallons of petroleum. The 
ground fuel energy only accounts for 4% of all fuel costs [8]. The military is 
a large customer of oil refinery products and is dependent on petroleum to 
complete military operations.

In the last decade, the petroleum industry has experienced several  examples 
of cascading failures, including Hurricanes Katrina and Rita. These experi-
ences can provide useful data with regard to outages and consequences of 
the events. Integrating spatial analysis into the research provides two oppor-
tunities to advance risk management: (1) utilize spatial tools to analyze rela-
tionships that provide insight into how the system functions and (2) visually 
identify trends that are not obvious within data analysis. This paper outlines 
an approach to develop a modified risk equation incorporating interdepen-
dency and spatial relationships utilizing critical infrastructure analysis and 
geographical information systems and sciences.
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Background

Critical Infrastructure

The USA Patriot Act of 2001 (P.L. 107-56 Section 1016e) contains the federal 
government’s definition of critical infrastructure. It stated that critical infra-
structure is the

set of systems and assets, whether physical or virtual, so vital to the 
United States that the incapacity or destruction of such systems and 
assets would have a debilitating impact on security, national economic 
security, national public health or safety, or the combination of those 
matters.

The National Strategy for Homeland Security categorized critical infra-
structure into 13 different sectors and they are as follows: agriculture, food, 
water, public health, emergency services, government, defense industrial 
base, information and telecommunications, energy, transportation, bank-
ing and finance, chemical industry and hazardous materials, and postal and 
shipping [9].

Approximately 85% of the national infrastructure is owned by private 
industry [10]. The relationship between government and private industry 
is complicated by government acting as both regulator and consumer. This 
is especially true within the energy sector, which is composed of electrical 
power, oil, and gas infrastructure [11]. The energy sector is connected physi-
cally and virtually to all other sectors and has been shown to cause cascad-
ing failures to other sectors.

The petroleum industry was split into five petroleum administration for 
defense districts (PADDs) based on geographic location during WWII [12]. 
Parformak [13] discussed geographic concentration of critical infrastruc-
ture across numerous sectors and policy methods for encouraging dis-
persion. Specifically, Texas and Louisiana (PADD 2) refineries account for 
over 43% of the total U.S. refining capacity [13]. Rinaldi, Peerenboom, and 
Kelly [14] discussed interdependencies, coupling and response  behavior, 
and types of failures with respect to critical infrastructure across the 
United States.

Risk Analysis Methods

The Department of Homeland Security (DHS) introduced the risk func-
tion as a combination of threat, vulnerability, and consequence, displayed 
below as Equation 12.1 [15]. Lowrance [16] introduced risk as a measure of 
the probability and severity of adverse effects. Chertoff [15] defined con-
sequence as the effect and loss resulting from event, vulnerability as the 
physical feature that renders an entity open to exploitation, and threat as a 
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natural or man-made occurrence that has the potential to harm life, opera-
tions, or property.

 Risk = f(threat, vulnerability, consequence) (12.1)

Solano [17] investigated vulnerability assessment methods for determin-
ing the risk of critical infrastructure, and spatial distribution appeared to 
be an area where research can be expanded. Rinaldi, Peerenboom, and 
Kelly [14] discussed the challenges of modeling multiple interdepen-
dent infrastructures due to volume of data required and that isolation of 
infrastructure does not adequately analyze the behavior of the system. 
Ahearne [18] discussed the appropriateness of the multiplicative use of the 
risk function and found that it is generally accepted for natural disasters. 
Chai et al. [19] utilized a social network analysis to evaluate the relation-
ship between infrastructure risk and interdependencies. The study uti-
lized a node and arc approach to determine the number of in and out 
degrees to show dependencies and coupling. Expanding this approach 
could potentially result in better quantification of coupling effects on criti-
cal infrastructure.

Mohtadi [20] presented extreme value analysis as a method to predict 
large-scale terrorism events. In the study, methods for measuring terrorism 
as a probabilistic risk were developed for terrorism risk, which is extreme 
and occurs infrequently. Paté-Cornell and Guikema [21] presented a model 
that utilized risk analysis, decision analysis, and elements of game theory 
to account for both the probabilities of scenario and objectives between the 
terrorists and the United States. In their research, they highlighted the impor-
tance of utilizing a multisource method for collecting data on terrorism risk, 
which includes expert opinion, output of other system analysis, and statistics 
from past events. Leung, Lambert, and Mosenthal [22] utilized the risk filter-
ing, ranking, and management (RFRM) and hierarchal holographic modeling 
(HHM) to conduct a multilevel analysis of protecting bridges against terrorist 
attacks.

Geographic Information Systems Spatial Tools

Nearly 40 years ago, Tobler [23] stated that “nearly everything is related to every-
thing else, but near things are more related than distant things.” This became 
Tobler’s First Law of Geography and is acknowledged as the  foundation of 
geographic information systems and science. Longley, Goodchild, Maguire, 
and Rind [24] discussed spatial autocorrelation as a tool that allows us to 
describe the interrelatedness of events and relationships that exist across 
space. Griffith [25] discussed spatial autocorrelation as “a dependency exists 
between values of a variable . . . or a systematic pattern in values of a variable 
across the locations on a map due to underlying  common factors.”
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Methodology

The goal of this study is to establish a process and develop techniques that 
can be expanded to look at the risk to both the critical infrastructure sys-
tem and critical components of the system. This is a three-phase study and 
is organized in the following manner: (1) assess and compile inventory of 
assets, risk components, and characteristics, (2) validate the natural disaster 
quantitative risk model with spatial and coupling effects, and (3) qualita-
tively assess terrorism risk utilizing coefficients from the quantitative model. 
Figure 12.5 shows the research process and provides an outline of the phase 
progression.

The first phase analyzed the factors that contribute to risk, the data avail-
able to characterize infrastructure, and the methodologies that are currently 
used to quantify risk. This chapter presents the first phase of the study, 
which resulted in the identification of two additional variables: (1) spatial 
relationship and (2) coupling effect. Equation 12.2 shows the modified risk 
equation, which is the focus of Phase II and Phase III.

 Risk = f(threat, vulnerability, consequence, spatial relationship, 
 coupling effect)  (12.2)

The goal of the second phase is to better quantify the cumulative risk of 
cascading failures by including the spatial relationship and coupling effects. 

• Assess and develop elements of risk

• Determine critical infrastructure

 characteristics

• Compile available data for critical

 infrastructure systems

• Develop spatial relationship and

 coupling effect risk variables

• Validate modified equation with natural

 disaster data

• Compare results with DHS risk equation

• Interview terrorism risk experts within

 U.S.

• Determine infrastructure

 vulnerability/extreme event likelihood

• Complete terrorism risk qualititative

 analysis of oil refinery infrastructure

Phase I

Phase II

Phase III

FIGURE 12.5
Overview of research phases and risk analysis methodologies.
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To determine the spatial relationship, spatial autocorrelation will be utilized 
to develop a quantitative relationship of distance between critical infrastruc-
tures. The coupling effect will utilize a node-arc analysis to determine the 
number of connections to other infrastructures and expand on the research 
effort by Chai et al. [18]. Natural disaster data will be utilized to develop a 
case study to compare the results of the second phase to already established 
and validated methods of quantifying risk.

The third and final phase of this research is to utilize the spatial and cou-
pling effect information to qualitatively assess terrorism risk. This phase will 
include phenomenological methods that will be utilized to interview experts 
in the terrorism field in order to develop threat and vulnerability data for 
petroleum infrastructure. The combination of results from the second and 
third phases will provide the foundation to complete a qualitative terror-
ism risk assessment. The goal of the third phase is to determine the highest 
terrorism risk to oil refinery infrastructure that could potentially result in 
cascading failures and large impacts to the United States.

Conclusion

The relationships between critical infrastructures are complicated and 
interdependencies that exist between infrastructures are not well defined. 
Incorporating spatial relationships and coupling effects into the risk equa-
tion proposes a better way to predict the effect of interdependencies, 
which have been shown to cause cascading failures during disaster events. 
Understanding and analyzing risk provides the decision and policy-making 
process better information in order to protect critical infrastructure across 
the United States. This chapter presents a new risk equation and a meth-
odology to analyze and validate risk based on the modified risk equation. 
While spatial relationships and coupling have been identified as key factors 
to quantifying infrastructure risk, it appears that this is an area of study 
that requires further investigation. This research intends to further define 
the interdependencies of the  infrastructure system in order to better quan-
tify the overall risk to both the infrastructure system and individual parts 
of the system.
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Appendix B: Useful Units and 
Conversion Factors

12 inches = 1 foot

3 feet = 1 yard

5½ yards = 1 rod

6 feet = 1 fathom

40 rods = 1 furlong

8 furlongs = 1 mile

1760 yards = 1 mile

5280 feet = 1 mile

60 sea miles = 1 degree

0.8684 miles = 1 sea mile

1 radian = 57.3o

1 inch = 2.54 cm

1 gallon = 231 in3

1 kilogram = 2.205 lb

1 newton = 1 kg · m/s2

1 joule = 1 N · m

1 watt = 1 J/s

1 pascal = 1 N/m2

1 BTU = 778 ft-lb

= 252 cal

= 1054.8 J

1 horsepower = 745.7 W

1 atmosphere = 14.7 lb/in2

= 1.01 · 105 N/m2

Conventional Notation Scientific Notation Engineering Notation

12,345.7 1.23457 × 104 12.3457 × 103

123.456 1.23456 × 102 123.456 × 100

20 2.0 × 101 20 × 100

0.675 6.75 × 10−1 675 × 10−3

0.0001 1 × 10−4 100 × 10−6
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Liquid Measure Dry Measure

4 gills = 1 pint
2 pints = 1 quart
4 quart = 1 gallon
31½ gallons = 1 barrel
231 cu. in = 1 gallon

2 pints = 1 quart
8 quarts = 1 peck
4 pecks = 1 bushel
36 bushels = 1 chaldron
2150.42 cu. in = 1 standard bushel
1 cubic foot = approx. 4/5 bushel

Notation Expansion

yotta (1024): 1, 000, 000, 000, 000, 000, 000, 000, 000

zetta (1021): 1, 000, 000, 000, 00,0 000, 000, 000

exa (1018): 1, 000, 000, 000, 000, 000, 000

peta (1015): 1, 000, 000, 000, 000, 000

tera (1012): 1, 000, 000, 000, 000

giga (109): 1, 000, 000, 000

mega (106): 1, 000, 000

kilo (103): 1, 000

hecto (102): 100

deca (101): 10

deci (10−1): 0.1

centi (10−2): 0.01

milli (10−3): 0.001

micro (10−6): 0.000 001

nano (10−9): 0.000 000 001

pico (10−12): 0.000 000 000 001

femto (10−15): 0.000 000 000 000 001

atto (10−18): 0.000 000 000 000 000 001

zepto (10−21): 0.000 000 000 000 000 000 001

yocto (10−24): 0.000 000 000 000 000 000 000 001

stringo (10−35): 0.000 000 000 000 000 000 000 000 000 000 000 01

1/16 = .0625 9/16 = .5625

1/8 = .125 5/8 = .625

3/16 = .1875 11/16 = .6875

1/4 = .25 3/4 = .75

5/16 = .3125 13/16 = .8125

3/8 = .375 7/8 = .875

7/16 = .4375 15/16 = .9375

1/2 = .5 1 = 1.0
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English System

1 foot (ft) = 12 inches (in) 
1′ = 12″

in

1 yard (yd) = 3 feet ft

1 mile (mi) = 1760 yards yd

1 sq. foot = 144 sq. inches sq. in

1 sq. yard = 9 sq. feet sq. ft

1 acre = 4840 sq. 
yards = 43560 ft2

sq. yd

1 sq. mile = 640 acres acres

Metric System

mm Millimeter .001 m

cm Centimeter .01 m

dm Decimeter .1 m

m Meter 1 m

dam Decameter 10 m

hm Hectometer 100 m

km Kilometer 1000 m

Measurement Symbol Description

Meter m Length

Hectare ha Area

Tonne t Mass

Kilogram kg Mass

Nautical mile M Distance (navigation)

Knot Kn Speed (navigation)

Liter L Volume or capacity

Second s Time

Hertz Hz Frequency

Candela cd Luminous intensity

Degree celsius °C Temperature

Kelvin K Thermodynamic temperature

Pascal Pa Pressure, stress

Joule J Energy, work

Newton N Force

Watt W Power, radiant flux

Ampere A Electric current

Volt V Electric potential

Ohm Ω Electric resistance

Coulomb C Electric charge
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Multiply By To Obtain

Angstrom 10−10 Meters

Feet 0.30480
12

Meters
Inches

Inches 25.40
0.02540
0.08333

Millimeters
Meters
Feet

Kilometers 3280.8
0.6214
1094

Feet
Miles
Yards

Meters 39.370
3.2808
1.094

Inches
Feet
Yards

Miles 5280
1.6093
0.8694

Feet
Kilometers
Nautical miles

Millimeters 0.03937 Inches

Nautical miles 6076
1.852

Feet
Kilometers

Yards 0.9144
3
36

Meters
Feet
Inches

Multiply By To Obtain

Feet/minute 5.080 mm/second

Feet/second 0.3048 Meters/second

Inches/second 0.0254 Meters/second

km/hour 0.6214 Miles/hour

Meters/second 3.2808 Feet/second

2.237 Miles/hour

Miles/hour 88.0 Feet/minute

0.44704 Meters/second

1.6093 km/hour

0.8684 Knots

Knot 1.151 Miles/hour
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Multiply By To Obtain

Carat 0.200 Cubic grams

Grams 0.03527 Ounces

Kilograms 2.2046 Pounds

Ounces 28.350 Grams

Pound 16 Ounces

453.6 Grams

Stone (U.K.) 6.35 Kilograms

14 Pounds

Ton (net) 907.2 Kilograms

2000 Pounds

0.893 Gross ton

0.907 Metric ton

Ton (gross) 2240 Pounds

1.12 Net tons

1.016 Metric tons

Tonne (metric) 2204.623 Pounds

0.984 Gross pound

1000 Kilograms

Multiply By To Obtain

Acres 43,560
4047
4840
0.405 

sq. feet
sq. meters
sq. yards
Hectare

sq. cm 0.155 sq. inches

sq. feet 144
0.09290
0.1111

sq. inches
sq. meters
sq. yards

sq. inches 645.16 sq. millimeters

sq. kilometers 0.3861 sq. miles

sq. meters 10.764
1.196

sq. feet
sq. yards

sq. miles 640
2.590

Acres
sq. kilometers

 144 square inches = 1 square foot

 9 square feet = 1 square yard

 43,560 square feet = 1 acre

 640 acres = 1 square mile

 30¼ square yards = 1 square rod

 40 square rods = 1 square rood

 4 square roods = 1 acre

 272¼ square feet = 1 square rod
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Multiply By To Obtain

Acre-foot 1233.5 Cubic meters

Cubic cm 0.06102 Cubic inches

Cubic feet 1728 Cubic inches

7.480 Gallons (U.S.)

0.02832 Cubic meters

0.03704 Cubic yards

Liter 1.057 Liquid quarts

0.908 Dry quarts

61.024 Cubic inches

Gallons (U.S.) 231 Cubic inches

3.7854 Liters

4 Quarts

0.833 British gallons

128 U.S. fluid ounces

Quarts (U.S.) 0.9463 Liters

Multiply By To Obtain

BTU 1055.9 Joules

0.2520 kg-calories

Watt-hour 3600 Joules

3.409 BTU

HP (electric) 746 Watts

BTU/second 1055.9 Watts

Watt-second 1.00 Joules

Conversion Formulas

Celsius to kelvin K = C + 273.15

Celsius to fahrenheit F = (9/5)C + 32

Fahrenheit to celsius C = (5/9)(F – 32)

Fahrenheit to kelvin K = (5/9)(F + 459.67)

Fahrenheit to rankin R = F + 459.67

Rankin to kelvin K = (5/9)R
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Multiply By To Obtain

Atmospheres 1.01325 Bars

33.90 Feet of water

29.92 Inches of mercury

760.0 mm of mercury

Bar 75.01 cm of mercury

14.50 Pounds/sq. inch

Dyne/sq. cm 0.1 N/sq. meter

Newtons/sq. cm 1.450 Pounds/sq. inch

Pounds/sq. inch 0.06805 Atmospheres

2.036 Inches of mercury

27.708 Inches of water

68.948 Millibars

51.72 mm of mercury

Speed of light 299,792,458 m/s
983.6 × 106ft/s
186,284 miles/s

Velocity of sound 340.3 meters/s 
1116 ft/s

Gravity 
(acceleration)

9.80665 m/s square
32.174 ft/s square
386.089 inches/s square

Kitchen and Household Measurements

1 pinch = 1/8 teaspoon or less

3 teaspoons = 1 tablespoon

2 tablespoons = 1/8 cup

4 tablespoons = 1/4 cup

8 tablespoons = 1/2 cup

12 tablespoons = 3/4 cup

16 tablespoons = 1 cup

5 tablespoons + 1 teaspoon = 1/3 cup

4 oz = 1/2 cup

8 oz = 1 cup

16 oz = 1 lb

1 oz = 2 tablespoons fat or liquid

1 cup of liquid = 1/2 pint

2 cups = 1 pint

2 pints = 1 quart

4 cup of liquid = 1 quart

continued
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continued

Kitchen and Household Measurements

4 quarts = 1 gallon

8 quarts = 1 peck (such as apples, pears, etc.)

1 jigger = 1½ fluid oz

1 jigger = 3 tablespoons

D = =






m

V

g

cm

kg

m3 3

D: density

M: mass

V: volume

P
W

t
=

P: power (W = watts)

W: work (J)

t: time (s)

 d = v ⋅ t 

d: distance (m)

v: velocity (m/s)

t: time (s)

K.E.
1

2
 mv2=

K.E.: kinetic energy

m: mass (kg)

v: velocity (m/s)

a
vf vi

t
=

−

a: acceleration (m/s2)

vf: final velocity (m/s)

vi: initial velocity (m/s)

t: time (s)

d vit at= +
1

2
2

d: distance (m)

vi: initial velocity (m/s)

t: time (s)

a: acceleration (m/s2)
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F = m ⋅ a

F: net force (N = newtons)

m: mass (kg)

a: acceleration (m/s2)

Fg
G m m

d
G 6.67 10

N m

kg
1 2

2
11

2

2
=

⋅ ⋅
= ×

−





, −

Fg: force of gravity (N)

G: universal gravitational constant

m1, m2: masses of the two objects (kg)

d: separation distance (m)

I
Q

t
=

I: electric current ampères

Q: electric charge flowing (C)

t: time (s)

W = V ⋅ I ⋅ t

W: electrical energy (J)

V: voltage (V)

I: current (A)

t: time (s)

P = V ⋅ I

P: power (W)

V: voltage (V)

I: current (A)

p = m ⋅ v

p: momentum (kg ⋅ m/s)

m: mass

v: velocity

W = F ⋅ d

W: work (J = joules)

F: force (N)

d: distance (m)

H = c ⋅ m ⋅ ΔT

H: heat energy (J)

m: mass (kg)

ΔT: change in temperature (°C)

c: specific heat (J/kg ⋅ °C)
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Kilometer–Mile Conversion

Kilometers Miles Miles Kilometers

1 0.6 1 1.6

5 3.1 5 8.05

10 6.2 10 16.0

20 12.4 20 32.1

30 18.6 30 48.2

40 24.8 40 64.3

50 31.1 50 80.5

60 37.3 60 96.6

70 43.5 70 112.7

80 49.7 80 128.7

90 55.9 90 144.8

100 62.1 100 160.9

500 310.7 500 804.7

1000 621.4 1000 1609.3

Metric Tables

Capacity Area

10 milliliters = 1 centiliter 100 sq. millimeters = 1 sq. centimeter

10 centiliters = 1 deciliter 100 sq. centimeters = 1 sq. decimeter

10 deciliters = 1 liter 100 sq. decimeters = 1 sq. meter (centare)

10 liters = 1 dekaliter 100 sq. meters = 1 are

10 dekaliters = 1 hectoliter 10,000 sq. meters = 1 hectare

1000 liters = 1 kiloliter (stere) 100 hectares = 1 sq. kilometer

Length Weight

10 millimeters = 1 centimeter (cm) 10 milligrams = 1 centigram

10 centimeters = 1 decimeter 10 centigrams = 1 decigram

10 decimeters = 1 meter (m) 10 decigrams = 1 gram

10 meters = 1 dekameter 1000 grams = 1 kilogram (kilo)

100 meters = 1 hectometer 100 kilograms = 1 quintal

1000 meters = 1 kilometer 1000 kilograms = 1 metric ton
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Metric: U.S. Weights and Measures

Dry Measure Long Measure

1 pint = .550599 liter 1 inch = 2.54 centimeters

1 quart = 1.101197 liters 1 yard = .914401 meter

1 peck = 8.80958 liters 1 mile = 1.609347 kilometers

1 bushel = .35238 hectoliter

Liquid Measure Square Measure

1 pint = .473167 liter 1 sq. inch = 6.4516 sq. centimeters

1 quart = .946332 liter 1 sq. foot = 9.29034 sq. decimeters

1 gallon = 3.785329 liters 1 sq. yard = .836131 sq. meter

1 acre = .40469 hectares

1 sq. mile = 2.59 sq. kilometers

1 sq. mile = 259 hectares

Avoirdupois Measure Cubic Measure

1 ounce = 28.349527 grams 1 cu. inch = 16.3872 cu. centimeters

1 pound = .453592 kilograms 1 cu. foot = .028317 cu. meter

1 short ton = .90718486 metric ton 1 cu. yard = .76456 cu. meter

1 long ton = 1.01604704 metric tons





Project Management for the 
Oil and Gas Industry
A  W O R L D  S Y S T E M  A P P R O A C H

Project management for oil and gas projects comes with a unique set 

of challenges that include the management of science, technology, and 

engineering aspects. Underlining the specific issues involved in projects 

in this field, Project Management for the Oil and Gas Industry: A 

World System Approach presents step-by-step application of project 

management techniques. Using the Project Management Body of 

Knowledge (PMBOK®) framework from the Project Management Institute 

(PMI) as the platform, the book provides an integrated approach that 

covers the concepts, tools, and techniques for managing oil and gas 

projects. 

The authors discuss specialized tools such as plan, do, check, act (PDCA); 

define, measure, analyze, improve, control (DMAIC); suppliers, inputs, 

process, outputs, customers (SIPOC); design, evaluate, justify, integrate 

(DEJI); quality function deployment (QFD); affinity diagrams; flowcharts; 

Pareto charts; and histograms. They also discuss the major activities in oil 

and gas risk assessment, such as feasibility studies, design, transportation, 

utility, survey works, construction, permanent structure works, mechanical 

and electrical installations, and maintenance.

Strongly advocating a world systems approach to managing oil and gas 

projects and programs, the book covers quantitative and qualitative 

techniques. It addresses technical and managerial aspects of projects 

and illustrates the concepts with case examples of applications of project 

management tools and techniques to real-life project scenarios that can 

serve as lessons learned for best practices. An in-depth examination of 

project management for oil and gas projects, the book is a handbook for 

professionals in the field, a guidebook for technical consultants, and a 

resource for students.

Manufacturing and Industrial Engineering
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